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The Trade-Disruption Hypothesis and the Liberal Economic Theory of Peace

Katherine Barbieri and Jack S. Levy

The systematic analysis of the relationship between economic interdependence and international conflict emerged in the mid-1990s as a thriving research program, one that involved both proponents and critics of the long-standing liberal belief that interdependence promotes peace. While most of the literature has focused on the impact of trade on conflict, our finding that war did not systematically and significantly reduce trade between seven minor power dyads over the last century (Barbieri and Levy, 1999) helped to trigger a secondary debate on the impact of war on trade. Anderson and Carter (2001a) extended the analysis of the impact of war on trade to major power as well as minor power dyads, and their findings raised questions about the generality of our findings. A debate ensued (Barbieri and Levy, 2001; Anderson and Carter, 2001b). This debate has enormous implications for the trade-promotes-peace hypothesis and liberal international theory more generally. The assumption that war reduces trade is one of the central causal mechanisms underlying the liberal proposition that trade promotes peace.1

In this chapter we present our original study of the impact of war on trade (Barbieri and Levy, 1999), summarize the Anderson and Carter (2001a) study, and note some of the ways in which it differs from our own analysis. Anderson and Carter (2001a) are more interested in extending our analysis to major power dyads and determining the extent to which our empirical findings are generalizable than in questioning the validity of our findings in our particular sample of cases. We have challenged the strength of our findings elsewhere (Barbieri and Levy, 2001), and rather than reproducing that entire critique here we simply summarize some of the major points of contention.
The Theoretical and Empirical Debate

In recent years there has been a surge of interest in the relationship between trade and militarized international conflict, as scholars have begun to reformulate long-standing arguments and to test these theoretical propositions systematically against the empirical evidence. The primary focus has been on the question of whether trade promotes peace, and scholars have generally framed the debate in terms of the "paradigm wars" between liberalism and realism.

Liberals advance a number of interrelated theoretical arguments in support of the proposition that trade promotes peace. The most compelling of these is that trade generates economic benefits for both parties, and that the anticipation that conflict will disrupt trade and lead to a loss or reduction of the gains from trade deters political leaders from conflict against key trading partners (Polachek, 1980; Oskes and Russett, 1997; Doyle, 1997). Realists and others argue either that trade has a negligible impact on conflict (Buzan, 1984; Levy, 1989; 1998a; 260-262, 2005; Ripsman and Blanchard, 1996;97), or that trade—and particularly asymmetric trade—actually increases conflict between trading partners (Barbieri, 1995, 1996a, 2002). Scholars on both sides of this debate have recently begun to generate empirical evidence to bolster their theoretical arguments.

Although contemporary liberals and realist theorists disagree about the effects of trade on conflict, they appear to agree on the effects of conflict on trade. Both imply that trade and other forms of economic interchange between states will cease or be drastically reduced once states are engaged in serious conflicts with each other. The liberal hypothesis that trade deters conflict is based on the premise that conflict will substantially reduce trade or adversely affect the terms of trade. Realist theorists imply that trade, particularly in strategic goods, will terminate between adversaries because of relative gains concerns (Waltz, 1979; Greco, 1990; Huntington, 1993). Fearing that its adversary will reap relative gains from the continuation of trade and exploit those gains to increase its relative military power and potential, at least one state will perceive an incentive to cease trade. If relative gains concerns exist during peacetime, we expect them to be even greater during wartime. Similarly, once states prove themselves to be adversaries in war, there should be a heightened sensitivity to concerns about security externalities and thus a reduction or elimination of trade between wartime enemies.

Contrary to both liberal and realist theories of interdependence and war, however, there are numerous historical cases of trading with the enemy during wartime, including trade in strategic goods that directly affect the ability of a state to prosecute the war. This is quite evident from numerous historical accounts (Gillmer, 1997; Levy and Barbieri, 2003). For example, the Baltic trade was so essential to the economy of the Netherlands in its Eighty Years' War with Spain (1563-1648) that the Dutch served as carriers of naval stores for the Spanish. In this way the Dutch earned the monies to pay the forces that protected Dutch frontiers against Spanish attack, while Spain secured the stores that helped maintain its fleets engaged in the protection of Spanish commerce against Dutch attacks (Howard, 1976: 44). Or consider the Seven Years' War of the mid-eighteenth century, in which British insurance companies continued to insure French naval and commercial ships and to pay enormous sums to replace ships that were actively being searched and destroyed by British warships (Pares, 1963). Trading with the enemy was also widespread during the War of 1812 and the Crimean War (Levy, 1998), and this phenomenon has not ceased in this century.

Trading with the enemy—whether directly or indirectly through neutral states—is an interesting phenomenon in itself and one that has important implications for contemporary theories about the relationship between economic interdependence and peace. The liberal hypothesis that trade deters conflict rests on the assumption that conflict reduces trade and, hence, the welfare gains from trade, so that systematic evidence that states trade with the enemy during wartime would undermine this central causal mechanism of the liberal proposition. Such evidence would also underscore the strong implication of realist theory that relative gains concerns will lead one or both adversaries to terminate trade in order to deny the other the ability to convert relative gains into usable military power.

Thus both liberal and realist theories generate the strong hypothesis that the outbreak of war substantially reduces levels of trade, at least while the war is underway. Whether trade will remain depressed after the termination of war, or whether it will quickly return to prewar levels, is less well specified. Liberal theories imply that the loss of the gains from trade refers not only to the losses suffered during the war itself but also to the adverse impact of war on the future trading relationship, at least for a while. It is conceivable, though less likely, that in some circumstances political leaders are concerned only with the loss of trade during the war and expect a rapid recovery after the war. Clearly, the deterrent effects of the anticipated loss of trade will be lower if leaders expect that trade will resume immediately after the termination of war. Thus we conclude that liberal theories predict both a reduction of trade during war and only a delayed and gradual recovery of trade after war under most conditions, but that the extrawar effect is on average stronger than the postwar effect.

Similarly, realists do not clearly specify what happens to trade after a war is over. Under some conditions war resolves outstanding disputes and creates conditions for profitable trade soon after the termination of war. Under other conditions mutual threat perceptions remain high after the end of war because of fears that the adversary may use gains from trade to enhance its military power and potential for leverage in future conflicts, perhaps motivated by the loser's incentives to recover its losses. Our reading indicates that the second set of conditions is more common, with the prediction of a slow recovery of trade after war being weaker than the prediction of the reduction of trade during war.

Many of the same arguments about the impact of war on trade should apply to militarized conflict short of war, largely because of fears of escalation to war. Because of uncertainties about escalation, however, the causal effects should be
somewhat weaker, whether motivated by liberal concerns of the loss of welfare gains from trade or by realist concerns for relative gains. We would hypothetize that the impact of war on trade should be greater than the impact of militarized disputes on trade. Consequently, trading with the enemy in wartime is more of an anomaly for contemporary liberal or realist theories of interdependence and war than is trading with the adversary during a period of militarized disputes or rivalry, and for this reason our empirical study focuses on the impact of war rather than of more generalized forms of conflict.

Our argument, then, is that the impact of conflict (and particularly war) on trade has enormous implications for the impact of trade on conflict in contemporary liberal and realist models of the relationship between economic interdependence and conflict. We are careful to distinguish, however, between liberal and realist paradigms of international politics and contemporary scholars' applications of these paradigms to the relationship between economic interdependence and conflict. Our argument is not that liberal and realist paradigms are incapable of explaining the trading with-the-enemy phenomenon, but rather that liberal and realist theories of interdependence and conflict, as they are now formulated in the literature, do not adequately deal with this phenomenon.

As we argue later, liberal theory can help explain this phenomenon by incorporating the political power and interests of key societal groups, and realism can do so by incorporating third parties into its conceptualization of relative gains. Applications of these paradigms to the interdependence and conflict debates, however, are framed much more narrowly. Both liberals and realists focus primarily on the dyadic level, ignore the role of domestic actors and third parties, and are consequently unable to account for the important phenomenon of trading with the enemy. Similarly, because the impact of conflict on trade is central to theories of the impact of trade on conflict, current liberal and realist theories fail to provide a satisfactory explanation of the consequences of economic interdependence for international conflict. By demonstrating that war—the most serious manifestation of conflict—does not systematically reduce levels of trade between states, we hope to emphasize the need to construct a more complete and more accurate theory of the relationship between economic interdependence and militarized interstate conflict.

Empirical Literature on Conflict and Trade

In spite of its theoretical importance, scholars have devoted remarkably little systematic attention to either the phenomenon of trading with the enemy or to the broader question of the impact of war on trade. Historians have examined particular instances of this phenomenon (Gilmer, 1997), and recent theoretical work on the security externalities of trade (Gowa, 1994; Morrow, 1997; Werner, 1997) have important implications for this question, but there are few systematic empirical studies of the frequency and importance of trade with the enemy or the conditions under which this is most likely to occur.

Similarly, there has been relatively little systematic research on the broader question of the impact of war on trade. One of the few studies to focus on war per se in Mansfield (1994), whose systemic-level study shows that trade is conducted during periods in which major powers are involved in wars against each other or against other states. Others focus on the impact of cooperative and conflictual relationships defined more broadly. Pollin (1938) argues that a model of bilateral trade flows and finds that for the 1960–75 period cooperative political relations between states increases trade between them. As noted, Gowa (1994) finds that trade is higher among allies than among adversaries, which she interprets in terms of the security externalities of trade.

Most scholars who have empirically examined the impact of conflict on trade and the impact of trade on conflict have focused on the true nature of these variables and whether these variables are in fact good predictors of conflict. For example, in his early studies, Gowa (1994) finds that it is impossible to determine whether conflict diminishes trade, or whether in fact the reverse is true, and it is really conflict that reduces trade.

Concerns that unidirectional models of the conflict-trade relationship are misspecified have led scholars to apply Granger causality analysis (Freeman, 1983) in an attempt to disentangle the effects of conflict on trade and the effect of trade on conflict. Gasiorowski and Polachek (1982) examine the US- Warsaw Pact relationship from 1967 to 1778, use the COPDAD data to measure conflict and cooperation, and conclude that Granger causality for short lag periods runs overwhelmingly from trade to conflict and not from conflict to trade. If true, this is a puzzling finding because, according to the liberal prediction that trade depresses conflict while undercutting the central causal mechanism of the liberal hypothesis—the anticipation that conflict reduces trade and consequently the welfare gains from trade—will deter states from conflictual behavior.

Reveney and Kang (1996a) criticize the use of pooled time-series analysis in Gasiorowski and Polachek (1982) and other studies, on the grounds that this technique might mask dyad-specific effects. Instead, they examine the trade–conflict relationship for sixteen individual dyads from 1960 to the early 1990s, combining the COPDAD and WEIS events data sets. Reveney and Kang (1996a) find that although the causal relationship between conflict and trade is dynamic, it is largely reciprocal. In a subsequent study Reveney and Kang (1998) disaggregate trade by commodity group, and they find that Granger causality from conflict to trade is more pronounced in "strategic goods" than in other goods, though they acknowledge the ambiguity of the strategic goods concept. They also find that patterns of causality are generally not affected by the presence of a political rivalry, though in the U.S.—USSR and U.S.—China dyads bilateral trade in some goods increases as political relations improve.

The Trade-Disruption Hypothesis and the Liberal Economic Theory of Peace
Recent dyadic-level work on the impact of conflict on trade has moved the debate forward and has contributed to larger debates regarding the relationship between economic interdependence and conflict. The fact that these studies have been limited to three decades of the Cold War period, and thus to a relatively unique set of international and domestic conditions, significantly reduces our confidence that the results of these studies can be generalized to other international systems—either those of the past or those that will emerge in the future. Our more general theoretical concerns lead us to focus on a more extended temporal domain and to construct a research design consistent with that objective.

Our aims are both descriptive and explanatory. We want to describe the phenomenon of trade between adversaries and to explain why states continue to trade with their enemies both during and immediately after wars. We focus on wars rather than a broader category of conflictual events because it is for war that the hypothesized causal mechanisms should be the strongest and the trading with the enemy phenomenon the most anomalous for contemporary liberal and realist theories of interdependence and war.

Research Design

We argue that contemporary liberal and realist theories of economic interdependence and conflict strongly imply that conflict between trading partners will significantly reduce the level of trade between them, particularly after the outbreak of war. There is some expectation that in the period after war trade will remain depressed and only slowly recover from prewar levels, and that in the period leading up to war trade will begin to decline. Declines in trade both before and after war, however, should be weaker than declines during war.

We investigate the extent to which wars disrupt trading relationships using interrupted time series analyses (Lewis-Beck, 1979; Lewis-Beck and Alford, 1980). This technique permits us to examine the level and trend in trade conducted before and following the outbreak of war. If war has a significant effect on trading relationships, we would expect to witness a decline in trade between adversaries that engage in war. Interrupted time-series analysis also permits us to examine both the long- and short-term impact of war. In addition, it permits us to assess whether or not the anticipation of war leads to a reduction in trade.

Testing hypotheses about the impact of war on trade poses a number of formidable methodological problems, and consequently we cannot assume that the absence of trade reports implies the absence of trade. This is particularly true during World War I and World War II, where trade reports are incomplete but where there is ample evidence from secondary historical accounts that some trade continued between belligerents in these wars (Highem, 1983; Aarons and Loftus, 1994). In addition, states may have political and economic motivations for misreporting trade flow values, during both wartime and peacetime. We expect that the problem of misreporting would be greater during wartime, since states may wish to conceal trade ties with adversaries. If legal restrictions to trade are imposed, illegal activities will also be excluded from official statistics. Thus, the value of trade may be underrepresented in official reports. Moreover, if data limitations biased by inaccurate and incomplete information are difficult to overcome, and it is often hard to determine whether war seriously disrupts trade flows or simply the reporting of those flows.

In part, we address the problem of inaccurate reporting by one state by relying on the information provided by both states in a dyad. To do this, we rely on the import records for each side of the dyad. If one side is misreporting their trade values, our reliance on both state's reports provides a more balanced picture of the relationship. Our measure of dyadic trade, therefore, is defined as the sum of imports, plus imports, where imports, is the flow from State i to State j and imports, is the flow from i to j, reported in USD millions. Trade data were derived from an extended and revised version of a trade database constructed by Barbieri (1995). Data from the Correlates of War Project are used to identify the date of a state's participation in a given war (Small and Singer, 1982).

The lack of available trade data, both for periods during war and for earlier historical eras, restricts the number of dyads that we can analyze. Since some series analysis requires that we have a continuous series of dyadic trade reports, both our spatial and temporal domains were restricted. We began our investigation by examining the trade patterns for all dyads that experience a war at some time during the period 1870-1992, which corresponds to the availability of our trade data. We selected for our analysis those cases for which we had data available for at least ten years before and ten years after the outbreak of war. The temporal domains for our time series range from 17 years to 122 years.

In most cases, the dyad analyzed has a much longer history of engaging in trade than our analysis portrays. For these time series as data reports, we isolated the analysis to the years immediately before and after the war. In addition, we focus our attention on the impact of one war, even when dyads experience more than one war in their history. Dyads experiencing multiple wars in a short period of time proved difficult to analyze, since it was not easy to distinguish the effect of each war. For example, in the case of China and Japan, five wars occurred in the 1870s and 1890s that were contemporaneous in that it was impossible to distinguish the postwar trade recovery and the prewar trade trend.

From our selection process, we are left with only seven dyads: Argentina-UK, UK-China, Cyprus-Turkey, Greece-Turkey, Uganda-Tanzania, UK-Egypt, and USA-China. We recognize that our limited number of cases restricts our ability to generalize beyond our findings to broader cases. The extent of the bias is hard to estimate, however, because it is unclear whether there is any systematic relationship between the availability of trade data surrounding a given war and the way in which the war affected the trading relationship.
One thing that is clear is that each of the wars in our sample is relatively short in duration, with all but one (Uganda-Tanzania) lasting less than a year. Although this is troubling in the sense that we might expect longer wars to have a greater impact on the reduction of bilateral trade between belligerents, we should note that short interstate wars are the norm rather than the exception in international politics. Moreover, by restricting our analysis to short wars we effectively control for the effect of a change in GNP on bilateral trade because long wars are much more likely than short wars to have a significant effect on national economies. This enables us to isolate the direct impact of war on trade, which is the primary testable implication of liberal and realist theories of interdependence and war, as distinct from the impact of GNP on trade.

We should also note that because of incomplete data our sample includes no cases of great power (major-major) war. We know from historical accounts of World War II and other cases (as mentioned earlier) that trading with the enemy occurs during great power wars (Lever and Barbieri, 2001), but our analysis in this study will not formally permit us to generalize about the impact of great power war on bilateral trade, which is unfortunate.

Although our research design will not allow us to make inferences about how frequently or to what extent trade between wartime enemies occurs in the universe of all wars, it will allow us to demonstrate that this phenomenon occurs frequently enough to constitute a potential problem for contemporary liberal and realist theories of trade and conflict.

Let us return to the question of the proper measurement of trade in commercial liberal theory before we move on to the next section. Whereas we measure trade in terms of its value (see also Barbieri, 1995, 2003b), Anderton and Carter (2001a) argue that liberalists emphasize trade volume rather than trade value in assessing the importance of trade. They attempt to measure trade volume by using the reporting state’s consumer price index (CPI) to adjust trade values. Liberal political or trade theory, however, does not necessarily suggest that trade volume is more important than the value of trade ties. Presumably, a state that attaches greater value to small quantities of a good might be less willing to cut ties, compared to a country that conducts large quantities of trade in low value goods. In fact, one might expect that higher values, rather than higher quantities of trade, will have greater implications for the cost of forgoing trade, during peace and wartime.

Anderton and Carter (2001a) make a valid point in questioning our use of unweighted price figures, and their analysis raises concerns for both of our studies. A better measure for both studies would permit us to incorporate both the quantity and price of goods traded. Yet, we argued that trade volume most likely declines during war, but the value of that trade increases, since prices on the limited goods traded would be higher than in peacetime. If anything, Anderton and Carter’s comments about volume versus value simply highlights the need to incorporate information about quantity, price, alternative suppliers, and the actual commodities traded. Unfortunately, Anderton and Carter’s solution of employing the CPI index of the reporting country to adjust trade values for inflationary trends does not solve the problem. It is not clear that the reporting state’s CPI is applicable to its trade partner or that the bundle of goods used to calculate the CPI corresponds to the price changes for goods traded externally. Finally, we rely on information from each state in a dyad, rather than relying on only one state, as Anderton and Carter do, since this enables us to reduce the bias that results when one state tends to over or underrepresent the value of trade. In the end, Anderton and Carter’s measure, like ours, ends up capturing trade value or at least a rough approximation of the value of trade conducted during wartime.

Statistical Techniques

For each dyad, we estimate the following equation (Lewis-Beck, 1979: 1132; Lewis-Beck and Alford, 1980: 747):

\[ \text{Trade} = \beta_0 + \beta_1 \text{Trend} + \beta_2 \text{War level} + \beta_3 \text{War ratio} + \epsilon \]

where Trade = the annual observation of dyadic trade flows in millions of USD, Trend is a counter for each year of the series; war level = a dichotomous variable that equals 0 for each observation before the outbreak of war and 1 for each year after the outbreak of war; and War ratio = a counter of years scored 0 before the outbreak of war and 1, 2, 3, . . . once the war occurs. The parameters \( \beta_0 \) and \( \beta_1 \) allow us to estimate the level and slope of dyadic trade before the war, respectively; \( \beta_2 \) estimates the change in the level of trade after the war; and \( \beta_3 \) estimates the change in the slope after the war. In addition, we include an AR (1) adjustment parameter to address the problem of autocorrelation.

Figure 14.1 illustrates the manner in which we can utilize interrupted time series techniques to assess the impact of war on trade. Imagine two states whose trade increases each year, yielding the positive sloping line AB. If war has a substantial disruptive impact on trade, we would see a decline in the value of trade from B to B’ accompanying the outbreak of war. The harm to the trading relationship may be temporary or permanent. If the reduction in trade were permanent, postwar trade would conform to a nonpositive slope, such as the negative slope illustrated by B’D. If the impact of war were temporary, we would see a recovery in trade, illustrated by the positive slope of B’C. If war were to have no impact, we would see a continuous trend in the trade relationship, regardless of the outbreak of war. We could also see an increase in trade at point B. Similarly, the risk of war may affect prewar trading levels, in which case we might witness a negative slope given the trade during the outbreak of war.

Empirical Analysis

It is useful to combine a statistical analysis based on interrupted time-series techniques with a visual examination of scatter plots the dyadic trade flows for each of the seven dyads in the sample. Figure 14.2 illustrates the trade series
Figure 14.1. Hypothetical Impact of War on Trade Flows

<table>
<thead>
<tr>
<th>Trade</th>
<th>War</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>B</td>
<td>C</td>
</tr>
<tr>
<td></td>
<td></td>
<td>D</td>
</tr>
</tbody>
</table>

For each of our seven cases, the point at which a war interrupts the trade time-series is demarcated with a broken line. Findings that we obtain with the interrupted time-series analyses should be visible in an inspection of the scatter plots.

Table 14.1 reports the results of each dyadic analysis, with each column representing a different dyad. We are interested in assessing whether war has a significant effect on trade relations and whether that effect is temporary or permanent. The scatter plots in figure 14.2 are useful for discerning the patterns in trade relations, but our statistical analysis allows us to determine the magnitude and significance of the effect. We first consider whether or not war leads to a decline in the level of trade between states. Looking at the results for all seven dyads, we see that in five instances (Argentina–UK, UK–China, UK–Egypt, Cyprus–Turkey, and Greece–Turkey) the coefficient has a negative sign. But this apparent decline in trade after the onset of war is only statistically significant for one dyad; the outbreak of the Falklands War led to a dramatic reduction in the level of trade between the United Kingdom and Argentina. These patterns are corroborated with our scatter plot in figure 14.2.

We also see that dyadic trade sometimes increases after the onset of war, as in our statistical analyses of the Uganda–Tanzania and USA–China dyads. None of these positive coefficients for the war level variable are statistically significant, however, and the pattern is not easily discerned in the scatter plots.

There are several reasons why we might witness an increase in trade associated with war. First, the trade level reflects the value of goods traded, rather than the quantity of commodities traded; if war leads to restrictions on trade and consequent shortages and to higher prices for the goods that are traded, the result would be an increase in the value of goods traded, even if the volume of trade conducted were to decline. In addition, one of the motivations for war may be to create the conditions for an increased level of trade.

A major objection for China’s adversaries in the Boxer Rebellion was the opening up of China’s trade. Therefore, it is not surprising that the war level variable for the USA and China is positive, with respect to the Boxer Rebellion. Although the UK–China dyad reveals a negative coefficient for the war level variable, trade does increase between these states after the Boxer Rebellion. China appears to open up to trade as a result of the war, but more slowly in the case of the United Kingdom than the United States.

In general, our findings for the war level variable demonstrate that trade suffers an immediate decline with the outbreak of war, but that the decline is rarely statistically significant. In fact, the decline is probably even less significant than our results reveal, since official reports exclude illegal trade carried on during wartime and thus underrepresent the trade being conducted. If the official reports reveal no dramatic decline in trade, we expect more accurate estimates of wartime trade with the enemy would reveal even less of a decline in trade. If anything, it might seem surprising that the official reports do not lead us to detect a more significant decline in trade levels for most cases. Admittedly, we are analyzing short wars, but all of these instances are cases that result in at least 1,000 battle-related deaths. That in itself seems serious enough to warrant an interruption in business as usual.

We next turn to the question of whether the outbreak of war has a permanent effect on trade. Relationships, liberal and realist theories of interdependence and war are less clear on this point, but we have argued that both theories imply that after a war between trading partners dyadic trade should usually (but not always) remain depressed and be slow to recover to prewar levels. A visual inspection of our scatter plots in figure 14.2 reveals that in most instances we see trade conducted to decline.
Figure 14.2. Dyadic Trade

In the majority of cases where war led to a decline in the level of dyadic trade (i.e., in four of the five cases with a negative war level variable), the war rate variable is positive. We find only one case (Greece–Turkey) with a negative war rate coefficient.

In the case of Greece and Turkey, we find negative coefficients for both the war rate and war level variables. One possible explanation for the failure of this trading relationship to recover from the war is that the postwar relationship is actually a prelude to other wars, the anticipation of which may keep trade low. The low levels of trade (averaging between 3 and 5.5 million dollars) and the negative trend in trade observed in the later years of the series may reflect a diminution in trade in the period leading up to the outbreak of the First Balkan War in 1912, the Second Balkan War in 1913, and the Greek-Turkish War in 1919. Unfortunately, we could not analyze the period surrounding the later wars, due to a lack of data for those periods.

The Greece–Turkey case raises the question of whether the anticipation of war leads to a deterioration in trade. The trend variable evaluates the prewar trading trend. A negative coefficient for this variable reveals that trade declines in each year prior to the war, while a positive coefficient for the trend variable reveals a positive slope in trade prior to the war. Table 14.1 reveals that our seven cases are nearly equally divided where three dyads have a positive coefficient for the trend variable and four have a negative coefficient. Two of the three positive coefficients and two of the four negative coefficients are statistically significant. Trade, therefore, appears to be nearly equally likely to increase or to decrease in the period leading up to a war. In fact, we could imagine a set of equally plausible explanations for why the prewar period would experience either a positive or a negative trend. Hostilities may be so intense that they lead to restrictions or the breaking of trade ties even before the war occurs. Similarly, firms may be risk-averse and refrain from forging new deals with partners in a climate of uncertainty. On the other hand, businesses anticipating a war may rush to place orders or complete shipments for fear of a coming disruption to trade. For example, in some cases, legs restrictions to trade with the enemy still permit some allowances for firms to honor existing contracts. There would, therefore, be an incentive to increase trade prior to the war or at least to refrain from breaking trade ties.

To summarize, our empirical analysis demonstrates that there is some variation in the impact of war on trade across the dyads in our sample. In a majority of cases the outbreak of war appears to result in a decline in the level of dyadic trade, but for all but one dyad that decline is not statistically significant. In fact, we suspect that the real decline is even weaker than that suggested by our analysis based on official statistics, given the amount of illegal trade that may be conducted during wartime and excluded from official reports. Moreover, even when war leads to a decline in trade, that decline is almost always temporary; general, trade increases in the postwar period. As to the period leading up to war, there is no systematic evidence that the anticipation of war usually results in a reduction in trade.
As mentioned, data limitations prevent us from providing a more comprehensive picture of the impact of war on trade. Governments often do not provide reports on wartime trade with the adversary. The fact that wartime trade data are also missing for other states suggests that the absence of trade reports does not necessarily imply the absence of trade. Even where data are complete, however, the fact that we are limited to annual data limits the number of observations, and this in turn makes it difficult to achieve levels of statistical significance with our interrupted time-series methods. This is compounded by the fact that nearly all of the wars in our sample are relatively short. As a result, in many cases we are left with a very small number of data points to measure the immediate impact of war on trade.

Our empirical tests of predictions of liberal and realist theories are also plagued by ambiguities in the theories, particularly for the period after the termination of war. Although both theoretical perspectives imply that trade will not quickly return to prewar levels after the termination of war, this is not a logical necessity, and there are some conditions under which we might expect a rapid recovery of trade. States may choose war as a means of opening up markets to trade, or they may want to rebuild the economies of their defeated adversaries in order to strengthen them and bring them into the balance of power against new enemies. Here we look at the aggregate effects of these contrary tendencies, but it would be useful in the future to hypothesize about the conditions under which trade increases immediately after war and to test these hypotheses against the evidence.

Our data are more reliable for periods after the termination of war, but the theoretical predictions are somewhat weaker. To the extent that political leaders' fears that war impedes trade is based on the cost of trade during war and the slow recovery of trade after war, and to the extent that the experience of war generates hostility and continued sensitivity to relative gains, both liberal and realist theories predict that trade between wartime adversaries will not immediately return to prewar levels, but instead return slowly at best. If this is the prediction, it is clearly falsified by our analysis. In each of our cases trade increases quite rapidly within a few years after the end of war.

Extending the Empirical Domain

Anderton and Carter (2001a) make an important contribution by extending the analysis of the war-trade relationship to 27 additional cases. Their analysis includes 14 major power dyads and 13 dyads that contain at least one minor power, and it includes both short and long wars. While we have questioned Anderton and Carter's (2001a) case selection, methodology, and other aspects of their research design, and argued that they have overstated the strength of their evidence (Barbieri and Levy, 2001), we believe that Anderton and Carter have demonstrated that in many cases war significantly reduces trade between adversaries. The fact that their analysis is based on a larger number of cases and greater diversity in the kinds of wars being analyzed, as compared to our own analysis, further enhances the credibility of their findings. At the same time, our own findings of a number of other cases in which war does not have a significant negative impact on trade still stand, and Anderton and Carter do not challenge the internal validity of our findings for our particular cases. Because the total number of cases used to test the trade disruption hypothesis is still relatively small, we believe that the debate over the impact of war on trade is still up for grabs, and that this debate can be resolved only through further empirical research involving a larger number of cases.

Anderton and Carter (2001a) find that there is a statistically significant decline in the level of trade in 7 of the 14 major-power war dyads, with trade continuing to decline over the course of the war in a statistically significant fashion in 8 of 14 cases (interestingly, 2 of the dyads exhibit a statistically significant increase in trade from the beginning to the end of the war). Thus, for major powers, trade is significantly reduced in roughly half of the wars analyzed, with slightly more than a 50 percent chance that trade will continue to decline over the life of the war. In 12 of the 14 major-power wars, there is a statistically significant increase in trade following the end of war.

Anderton and Carter concede that the findings for their analysis of the impact of war on trade for 13 nonmajor-power dyads are weaker than for the major power dyads. Their key indicator of the impact of war on trade levels is negative and statistically significant in 3 of 7 cases for major–minor power dyads and 1 of 4 cases of major–minor long wars. This leaves 4 of 11 cases of mixed dyads for which war has a significant negative effect on trade. The 2 cases of minor–minor power dyads (1 long and 1 short war) each show a statistically significant impact of war on trade. Thus, for nonmajor power dyads, 6 of 13 cases show a significant impact of war on trade, basically the same percentage as for major power dyads. For the long wars, 3 of the 4 cases of mixed dyads continue to witness a significant decline in trade over the course of the war, while for the minor power long war, the dyad witnesses a significant increase in trade over the course of the war. Finally, in all of the cases of mixed dyad long wars, we see a significant increase in trade following the termination of war.

Areas for Future Research

Some of the differences between Anderton and Carter's (2001a) findings and our own suggest potentially useful lines of inquiry for future research on the question of the impact of war on trade. The length of a war may be one factor influencing whether or not states witness a severe disruption in trade. The war–trade relationship might also vary for major power and nonmajor power dyads. Further research on both of these issues is required, because the major power dyads examined by Anderton and Carter all represent long wars. It is difficult to assess the relative importance and separate effects of the length of the war versus the types of participants in the war. We may find that it is the intensity of the
conflict, be it a short or long war, major or minor power participants, that explains trade disruption. Clearly, more research is needed to uncover the variations that exist in the trade-relationship across dyads. We should note in this context that while we believe that war's impact on trade varies across dyads and that more attention must be paid to the factors that might account for dyadic variations, Anderton and Carter (2001a) seem to argue that, based on their evidence, the trade-disruption hypothesis is invariant across different types of dyads and types of war.

These different conclusions derive in part from different views as to what constitutes appropriate evidence for the trade-disruption hypothesis. One point of contention is that Anderton and Carter (2001a) believe that the recovery of trade after a war provides evidence in support of the trade-disruption hypothesis. While we understand the logic of their argument, we do not believe liberal theory is sufficiently specific about the postwar implications for trading relationships to suggest that a recovery to trade constitutes support of the trade-disruption hypothesis. For example, the anticipated trade-related costs that liberals expect to deter war may not only refer to the loss of trade during the war itself but may also include the adverse consequences that war could have on the long-term health of the trading relationship. A leader would be more deterred from engaging in conflict with a trading partner if she/he anticipated serious reductions to the trading relationship in the long term, rather than just temporary reductions in trade during the war followed by a quick resumption of trade.

Preliminary evidence that dyadic trade sometimes declines with the outbreak of war, sometimes does not decline, and occasionally even increases, suggests that future research on this question should shift away from the aggregate impact of war on trade, and attempt instead to identify the conditions under which war leads to a decline in trade and the conditions under which it fails to do so. While the question of the net effects of war on trade is clearly an important question worth pursuing, there are other equally important questions that also need to be investigated. For example, it is important to examine what type of trade continues, in what type of goods, between what type of adversaries, in what type of wars, and with what impact on states' war efforts and domestic economies. These questions are particularly important if we want to understand how the anticipated disruption in trade and the trading relationship after the outbreak of war affects political leaders' decisions regarding the resort to war.

Future research must do a better job specifying the possible sources for variations in the trade-conflict relationship across dyads. Recently, Green, Kim, and Yoon (2001) have highlighted the problems inherent in pooled cross-sectional analyses often employed in international relations research. They argue that we must account for the heterogeneous nature of dyads contained in large samples. While their particular solutions have been subject to debate (Ostrom and Russell, 2001a; Beck and Katz, 2001; King, 2001), Green, Kim, and Yoon (2001) raise the important point about the need to account for the variations that exist across cases in space and time, which is highly relevant to trade-conflict research. Recovery (this volume) raises similar concerns in arguing that we need to look closely at dyad and commodity specific differences that exist in the trade-conflict relationship. He offers several examples of how one can move forward toward goal through quantitative analysis. However, future research should include qualitative analysis of specific cases. This will enable us to gain a richer understanding of the processes by which conflict affects trade and trade affects conflict.

Each of these research questions involves the objective impact of war on trade. An equally important set of questions concerns the expectations of political (and business) leaders regarding the impact of war on trade. This question of expectations is particularly important if our interest in the impact of war on trade is motivated by an interest in the liberal hypothesis that trade promotes peace, because it is the expectations of political leaders that affect the impact of war on trade that is relevant to their calculations of the costs and benefits of going to war and their decisions regarding war. Leaders' calculations regarding the likely economic costs of war are only one factor influencing their decisions, of course, and the relative weight of those economic factors must be compared to those of strategic, diplomatic, and domestic political considerations. Even if we were to accept Anderton and Carter's (2001a) findings that war has a statistically significant impact on trade half the time, it is not at all clear that this would be enough to induce leaders to decide against war, given the possible benefits of war anticipated by political leaders. This can be determined only by a more systematic empirical analysis of the extent to which trade considerations affect political decisions on questions of war and peace.11

This perspective leads to an important set of questions that require much more attention from researchers. What is the likely impact of war and trade as perceived by political and business leaders? What are those expectations on their decisions? Do firms want to continue trade in search of profits or to cut back trade in an anticipation of increased transport and insurance costs? Are governments willing to permit trade to continue, despite the pressures from key economic groups or because of economic incentive for economic stability? Or are they driven by strategic concerns or economic incentives to protect trade? We should note that decisions to stop or reduce trade are not one-time decisions, and state policies on trade with the enemy may fluctuate as a function of the course of the war, its domestic economic impact, and demands from various domestic groups and organized opposition.12

Theoretical Implications and Conclusion

Our interrupted time-series analysis of patterns of war and trade for seven dyads demonstrates that the outbreak of war often fails to significantly reduce trade between adversaries, and that when trade does decline during war it often quickly returns to prewar levels after the end of war. Although the patterns do,
vary, although our limited sample precludes us from formally generalizing to other cases, and although Anderton and Carter's (2001a) study raises further questions about the generalizability of our findings, our analysis raises possible doubts about the validity of the hypothesis that trade between adversaries will cease or be significantly reduced after the outbreak of war. This trade-disruption hypothesis clearly follows from both liberal and realist theories of economic interdependence and war, which suggest, respectfully, that the fear of the loss of welfare gains from trade deters political leaders from conflictual behavior that runs a high risk of war, or that relative gains concerns lead to the cessation or significant reduction in trade between adversaries after the outbreak of war. Because these hypotheses play a pivotal role in liberal and realist theories of trade and war, and because our findings draw some support from detailed historical studies of the phenomenon of trade between adversaries during wartime, it seems clear that investigation of the question of the impact of war on trade should be a high priority for future research.

As we noted earlier, our argument here is not with liberal and realist paradigm themselves, but rather with specific applications of those paradigms to the question of the relationship between economic interdependence and conflict. Contemporary liberal and realist scholars have framed the debate over trade and conflict in excessively narrow terms—they both focus primarily on the dyadic level and ignore the role of domestic actors and third parties. This represents a substantial departure from the liberal and realist paradigms that have shaped much of the debate in the international relations field.

There are a number of possible explanations for the trading-with-the-enemy phenomenon, and nearly all of these are in fact quite compatible with broader conceptualizations of liberal or realist theory. Political leaders may fear that a cutoff of trade would result in a loss of trade to a third party or the alienation of neutrals. Alternatively, they may anticipate that the continuation of trade during wartime may create the opportunity to make relative gains at the expense of third parties or to gain influence over the adversary by making him economically dependent. Each of these explanations is compatible with a realist framework.

Political leaders may also be concerned about the domestic economic consequences and political costs of a cessation of trade. Key social groups may expect private gains from a continuation of trade with the enemy and may have the political power to block the government from imposing restrictions on such trade, as the government may be dependent on the economic support of leading commercial and financial interests for the financing of the war effort. Each of these explanations is compatible with a liberal (or Marxist) conceptual framework.

While debate continues about the aggregate effects of war on trade and of trade on war, it is clear that each of these relationships is conditional rather than universal, that scholars need to devote more attention to identifying the conditions under which each of these relationships holds, and that a complete specification of these conditions will involve some variables associated with liberal theories of interdependence and conflict and some variables associated with realist theories. Thus a fully satisfactory theory of trade and conflict will have to build on insights from both liberal and realist perspectives.

Such a theory will have to incorporate a range of key factors that enter political leaders' cost-benefit calculations regarding decisions for war and decisions to maintain or suspend trade in the event of war. These include leaders' fears of the impact of war on the welfare gains from trade; expectations of the impact of a cessation of trade on the domestic economy; on the ability to sustain the war effort, and on the support of key economic interest groups; to the war and the war effort; and expectations regarding the effects of the maintenance or cessation of trade on the relative position of potential economic and military rivals.

Notes

This is a revised version of Barbieri and Levy (1999), in which we incorporate some material from Barbieri and Levy (2001). We would like to thank Marin Edwards, Andrew Eterline, John Geer, Peter Liberman, Helmut Norpoth, Brad Palring, Daniel Verdier, and especially Mark Crescenzi for their assistance and for their valuable comments; Michael Ash, Joseph Coeig, and Oliver Selway for their research assistance; and Stuart Bremer for providing war data and for helpful comments. The data used in this study are available at http://www.vanderbilt.edu/~psl/barbieri/.

1. While Anderton and Carter (2001b) note the discrepancy between our primary focus on the empirical validity of the hypothesized linkage between trade and peace and their primary focus on the linkage between war and trade, they frame their initial study (Anderton and Carter, 2001a) in terms of the trade-promotes-peace hypothesis.

2. The underlying assumption is that trade is more efficient than coercion for expanding markets and investment opportunities (Rosecrance, 1986), at least in the last century.

3. The lose-depart partner may be tempted to use economic coercion to exploit the adversary's vulnerabilities and influence its behavior regarding its security as well as its economic issues (Baldwin, 1985), which can result in counterethic, conflict spirals, and war.

4. For reviews of the theoretical arguments and empirical findings, see McMillan (1997), Barbieri and Schneider (1999), Menschel and Pollina (2001), and Schneider, Barbieri, and Gleditsch (this volume).

5. Although some critics argue that strategic goods are especially important in relative gains concerns, Gowa (1994), who has been particularly influential in the contemporary literature, focuses on aggregate levels of trade. Gowa (1994) argues that states are afraid of giving the adversary increased income from trade that is of greatest concern, but the ability of the adversary to enjoy the gains arising from specialization in international trade, gains from trade include both increased income and specialization. By permitting the adversary the opportunity to increase its productive efficiency and redirect resources away from alternative productive ventures, the adversary is better able to increase production of military resources and hence pose a potential challenge.
Katherine Barbieri and Jack S. Levy

6. We use the term "trading with the enemy" to refer broadly to trade, finance, and other forms of economic cooperation between adversaries. This is standard usage in the literature and also in many state statutes on "trading with the enemy".

7. Six days after Pearl Harbor a U.S. presidential edict created legislation for the granting of licensing arrangements for trading with the enemy, and there are countless examples of American firms doing business in strategic goods with Nazi Germany during World War II. Standard Oil of New Jersey, for example, sold oil to Germany through Switzerland while Allied forces suffered shortages, and Ford Motor Company told trucks to Nazi forces in occupied France (Higham, 1983; Aeros and Latham, 1994).

8. We might hypothetically that the impact of war on wartime trade will be a function of the duration of war and other measures of the seriousness of war. Alternatively, the key variable might be the type of war rather than its duration. Rastier and Thompson (1997) suggest that the economic impact of global wars (on GNP, public expenditures, and public debt) is greater than that of other interstate wars involving the great powers. See also Vasquez (1993: 52–53).

9. Victorious states sometimes have strong economic or strategic incentives to rebuild the economies of the losers after the war, which may increase trade, as illustrated by the experience of the United States and both Japan and Germany after World War II.

10. This is maccerated by risk acceptance in the domain of losses, as prospect theory suggests (Levy, 1997).

11. Liberal and realist theorists imply that trade between adversaries should be depressed during periods leading up to war, but not as much as during war itself.

12. Scholars have analyzed the effects of relative gains concerns in multipolar systems, but they have not applied these analyses to the phenomenon of wartime trade. See Snidal (1991a), Powell (1991), Gross (1994), Liebermann (1996), Werner (1997).

13. For an economic model of the simultaneous presence of aiming, conflict, and state, but one that is based on a rather different set of assumptions, see Kornblum (1996).

14. Libermann (1996) looks at trade between adversaries during periods of hostility prior to war (Britain and Germany, 1800–1914; United States and Japan, 1930–40), but we have argued that trade between adversaries during periods of rivalry or militarized conflict short of war is less anomalous than trade between enemies during war. Even Libermann (1996: 173) argues that "relative gains block cooperation among states only at the brink of war," which implies that trading with the enemy during wartime should not occur.

15. This reflects a more general lack of attention by international relations scholars to the economic consequences of war, though there have been some recent exceptions (Osguenski and Kugler, 1989; Greenstein, 1988; Rastier and Thompson, 1989; and Modelski and Thompson, 1996).

16. This systemic-level finding does not necessarily imply that major power war reduces trade between states at the dyadic level, though this is a plausible hypothesis that needs to be tested.

17. In an earlier version of this chapter, we used ARIMA analysis to explore the impact of war on trade (Barbieri and Levy, 1997). The findings presented here are consistent with those derived from the ARIMA analysis.

18. The trade statistics reported by the importing nation are used to calculate dyadic trade unless these data are missing, in which case we rely upon the exporting nation's trade report.

19. A large portion of the data for the post-World War II statistics were derived from the International Monetary Fund's Direction of Trade Statistics, made available by the Inter-university Consortium for Political and Social Research, Ann Arbor.

20. We used a slightly extended version of the dataset reported in Small and Singer (1982).

21. We choose not to interpolate data points, since we are interested in discovering variations in trade flows and did not wish to assume a continuous trend in the series. Since it is difficult to distinguish missing trade reports from zero trade, we make no assumptions about the value of missing reports.

22. We have one exception to this rule. For the UK–Egypt dyad, we had only eight years of data prior to the Suez War. The years that were excluded were few and complete, in terms of continuous series.

23. Of the wars since 1816 combined in the COW Interstate War dataset, approximately 67 percent lasted less than one year.

24. We thank Jacob Kugler for suggesting this point.

25. For other issues related to measurement, see Small (2001, 2002).

26. We used EViews Version 3.0 for all analyses performed here.

27. We investigated whether Autoregressive (AR) and Moving Average (MA) processes were present in the series by inspecting correlograms. In preliminary tests, we identified an AR(1) process in many dyadic trade series. The models were estimated initially with a lagged dependent variable, which is not used in the presentation of the results, and then we performed tests for the presence of autoregressive and moving average processes and found that the AR(1) parameter is excluded from the equation. The results do not differ significantly when using these alternative approaches. For details about EViews’ estimation techniques, see the help file document, "How EViews Estimates AR Models.

28. Figure 14.1 is an adaptation of Figure 1 in Lewis-Beck (1979: 1130).

29. Of Anderton and Carter's (2001a) 27 dyads, five are from World War I, six are from World War II, and two are from the Korean War. The possibility that a state adopts similar policies toward its different wartime adversaries, or that allies adopt similar policies in order to maintain alliances, should raise questions about the number of truly independent cases in their sample (Barbieri and Levy, 2001: 622).

30. Anderton and Carter (2001b) make the important point that if the anticipation of war leads to a substantial drop in trade between adversaries, as it sometimes does, we might fail to see a significant decline in trade with the outbreak of war because trade is already near zero and there is little room for further decline. Additional research is needed to uncover the impact of the anticipation of war might have on trade patterns.

31. The expectations and calculations of business leaders are also relevant. Their expectations about the impact of war on trade, and particularly on their own profits, will influence their own decisions as to whether to preserve the government to allow trade to continue and whether to attempt to circumvent any restrictions that the government might impose.

32. During the War of 1812, for example, the United States alternated between an economic embargo against British goods and much more open trading policies (Levy and Barbieri, 2001).

33. We analyze alternative explanations for the trading-with-the-enemy phenomenon more fully in Levy and Barbieri (2001).

This argument about the need to concentrate relative gains in systemic rather than dyadic terms draws support from theoretical work on relative gains (Snidal, 1991;
Powell, 1991), which suggests that relative gains concerns diminish as the number of actors in the system increases. For more specific theoretical discussions of the role of relative gains in trading relationships see Morrow (1997) and Werner (1997).

35. For a recent study that attempts to incorporate both liberal and realist hypotheses into a single theory of economic interdependence and conflict, see Papayoannou (1999).