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Political psychology occupies an uncertain space in the study of international relations and foreign policy. Longstanding but gradually receding conceptions of the international relations field as a series of paradigmatic clashes among realist, liberal, Marxist, and constructivist approaches, or even between rationalism and constructivism, leave little if any room for the beliefs, personalities, emotions, perceptions, and decision-making processes of individual political leaders. Many of the leading research programs in the international relations field today—including realist balance-of-power and power transition theories, the bargaining model of war, democratic peace and capitalist peace theories, and a variety of institutionalist theories—give little or no causal weight to the role of individual political leaders. Debates in international political economy generally focus on system, state, and society-centered approaches while neglecting the individual level altogether (Ikenberry, Lake, & Mastanduno, 1988). Constructivist approaches, which should in principle be open to the inclusion of psychological variables, have until recently given little attention to individual agency (Shannon and Kowert, 1992).

At the same time, however, explanations of many consequential historical events give considerable causal weight to the role of individual political leaders. Few would think of explaining World War II or the Holocaust without Hitler, Soviet policy in the 1930s and 1940s without Stalin, Chinese foreign policy without Mao, or contemporary Russian policy without Putin. The decisive role of individual leaders is not limited to autocratic states. Many explanations of the United States' invasion of Iraq in 2003 emphasize the critical role of George W. Bush. These and countless other examples have led some IR scholars to acknowledge that "who leads matters" (Hermann, Preston, Korany, & Shaw, 2001) and to emphasize the important role of psychological variables in foreign policy decision-making and international interactions.

These different perspectives reflect a tension between the goals of constructing parsimonious and generalizable theoretical explanations of international behavior and of providing nuanced and descriptively accurate explanations of individual historical
episodes. Many would agree that the inclusion of psychological variables seriously complicates the first task but is necessary for the second task. It is not coincidental that the majority of applications of psychological models to foreign policy and international relations have involved case studies of a small number of historical cases.

Psychology can affect foreign policy in a number of ways and at a number of different stages in the policymaking process. My primary focus is on the impact of psychology on judgment and decision-making on foreign policy issues by political leaders. I say relatively little about the important topics of heuristics and biases, emotions, personality, images of the adversary, threat perception, crisis decision-making, or psychobiography, which are discussed by Sears and Brown, chapter 3; Chong, chapter 4; Cordor, Tileaga, and Billig, chapter 9; Stein, chapter 12; Dyson and Hart, chapter 13; Winter, chapter 14; Post, chapter 15; and Fisher, Kelman, and Nan, chapter 16, in this volume; or about the psychological aspects of societal-level variables influencing foreign policy—political culture, public opinion, nationalism, and other forms of mass attitudes and behavior—which are covered in chapters on socialization, group identity, public opinion, intractable conflict, and conflict management.

I begin this chapter with some general conceptual issues confronting the application of psychological variables to foreign policy and international relations. I then undertake a brief survey of the evolution of applications of psychology to the study of foreign policy. I argue that the turning point in the systematic development of a cognitive paradigm of foreign policy analysis came with Jervis's (1976) seminal study of perceptions and misperceptions in international politics. After noting important subsequent developments, including the incorporation of motivation and affect, I turn to a more detailed discussion of particular research traditions. I examine longstanding research programs on historical learning and on prospect theory. I then consider more recent developments, including the Rubicon model of war, poliheuristic theory, and research on time horizons. I conclude with a brief discussion of some other areas of foreign policy analysis that would benefit from greater attention to political psychology.

1. Conceptual Issues

My brief introductory remarks alluded to the influential "levels of analysis" framework, which is most often used as a typology of causal variables for explaining foreign policy behavior. Most treatments include the individual as well as societal, governmental, and nation-state levels of analysis. Although Waltz (1959) conceived of the individual image in terms of a universal human nature, and although most evolutionary approaches fit this framework (Thayer, 2004; Sidanius & Kurzban, chapter 7, this volume), most subsequent treatments of the individual level focus on factors varying across individuals. These include belief system, personality, emotional makeup, political socialization, learning from history, information processing, leadership style, attitude toward risk, time horizons, gender, and other factors. The working assumption is that individual
leaders have a causal impact on outcomes. The counterfactual implication is that if a different individual with different characteristics had occupied a key leadership position, the outcome might very well have been different.9

One source of confusion in the literature derives from the fact that the levels-of-analysis framework can be applied to both independent and dependent variables—to the former as a system for the classification of causal variables, and to the latter as an identification of the units whose behavior or patterns is to be explained—individual, organization, state, dyad, system. The problem is compounding by scholars' failure to highlight how they are using the concept.

The fact that independent variables at one level can influence dependent variables at various levels highlights some analytic limitations in psychological explanations for foreign policy behavior and international outcomes. First, individual-level psychological variables cannot by themselves provide a logically complete explanation of foreign policy, which is a state-level dependent variable. Psychological variables must be integrated into a broader theory of foreign policy that incorporates state-level causal variables and that explains how the preferences, beliefs, and judgments of the leading decision-maker (along with those of other key actors) get aggregated into a foreign policy decision for the state.7 Psychology cannot be divorced from politics in explanations for foreign policy.

Similarly, because war and other forms of strategic interaction are the product of the joint actions of two or more states at the dyadic or systemic levels, individual-level psychological variables (or societal and governmental-level variables) cannot by themselves provide a logically complete explanation for war or for other international patterns. Such explanations must be subsumed within a theory of bargaining or strategic interaction that includes dyadic or system-level causal variables.

This logic served as the basis for Kelman's (1965, pp. 5–7) critique of some of the early work by psychologists and psychiatrists on war and peace. Kelman argued that this work was "removed from the interaction between nations" and that

it makes little sense to speak of a psychological theory of war or of international relations. There cannot be a psychological theory that is complete and self-contained.... There can only be a general theory of international relations in which psychological factors play a part, once the points in the process at which they are applicable have been properly identified. Within such a framework, however, psychological—and, particularly, social-psychological—analyses can potentially make a considerable contribution.

These conceptual problems inherent in assessing the relationship between psychology and foreign policy are compounded by methodological problems. The psychological theories from which foreign policy analysts draw are based on carefully controlled experimental studies with extensive replication. Although there are ongoing debates about the internal validity of many of these studies, which lead to continuing refinements and increasingly robust results, problems of internal validity pale in comparison to problems of external validity that plague any effort to generalize to the complex world
of foreign policy decision-making (Holsti, 1976; Herrmann, 1988; McDermott, 2004, chap. 2).

One problem is that individuals selected into political leadership roles differ from the college students that typically serve as subjects in many experiments. In the absence of explicit controls there is a possibility that selection-based differences, not hypothesized causal variables, account for observed causal effects in the laboratory (Sears, 1986). Foreign policy-making also differs from the laboratory in terms of the stakes involved. The higher stakes facing political leaders as compared to experimental subjects create higher levels of stress—and the suboptimal performance that generally follows from it (Holsti and George, 1975)—that are difficult or impossible to duplicate in the laboratory.4 Moreover, real-world decisions generally involve a series of judgments and decisions over time, which are difficult to replicate in more restricted laboratory experiments.

Another limitation on the generalizability of typical experiments in social psychology to foreign policy behavior is that most of these experiments ignore the political and strategic context of decisions. This includes the organizational and institutional contexts within which decisions are made, the accountability of decision-makers to domestic constituencies, and the international context, which includes conflicts of interests between states, bargaining to resolve those conflicts, and multiple diplomatic audiences. The neglect of the strategic context of foreign policy decisions often leads to an overestimation of the impact of actors’ flawed judgments and choices and underestimation of the role of genuine conflicts of interests and domestic constraints (Jervis, 1976, pp. 3–4).

International relations scholars have attempted to get around the limitations of experiments through the use of historical case studies. They often have difficulty, however, in finding comparable cases for the purposes of controlled comparison and ruling out alternative interpretations. In addition, the universe of cases for many of the things we want to explain—major wars or revolutions, for example—is relatively small and context dependent. As Tetlock (1998, p. 870) notes, “The tape of history runs only once.”

2. The Evolution of the Study of Psychology and Foreign Policy

It would be useful to put applications of psychology to foreign policy into the broader context of the study of foreign policy, which has evolved in significant ways over the last half-century.5 Prior to the 1960s, foreign policy analysis (now the common name for the subfield) was more descriptive and prescriptive than theoretical. It typically involved single case studies that were bounded in space and time and that did little to facilitate broader theoretical generalizations. The most widely used text in the field for many years (Macridis, 1958) organized the subject around countries, not around analytic themes.
Foreign policy analysis was also more outcome oriented than process oriented. Scholars were more interested in describing the foreign policies of states, and providing general interpretations based on different conceptions of policy goals and strategies for advancing those goals, than in looking inside the “black box” of decision-making and analyzing the processes through which foreign policy is actually made. There was no well-developed paradigm of foreign policy analysis.

Many scholars implicitly adopted a rationalist framework in which states have certain “national interests” that political leaders attempt to maximize through a careful weighing of costs and benefits. This framework was not fully systematized, however, until Allison (1971) constructed a rational unitary actor model of foreign policy. Allison’s “Model I” emphasized the specification of state goals, the identification of alternative strategies for achieving those goals, the assessment of the consequences of each strategy, and the selection of the strategy that maximized state goals. This model left no role for political leaders’ distinctive beliefs, experiences, personalities, or emotional states.

It was social psychologists and personality theorists, rather than political scientists, who demonstrated the greatest initial interest in the psychological dimensions of international relations. This went back to the 1930s and 1940s, a context defined by the experiences of the two world wars. Not surprisingly, the focus was on the psychology of war and war prevention. The growing interest in the study of attitudes (Thurstone & Chave, 1929) led to the examination of attitudes toward war, nationalism, and aggression (Droba, 1931; Stagner, 1942; May, 1943).

Following Freud’s emphasis on aggressive instincts as the root cause of war (Einstein & Freud, 1932), there was considerable interest in applying psychoanalytic perspectives to the study of war (Durbin & Bowlby, 1939). Much of the focus was on “human nature” as an intractable cause of war. The concept of human nature raised some difficult conceptual and causal questions, however, and within a decade psychologists began emphasizing the cultural sources of war and the changes in attitudes and institutions that might alleviate war (Allport, 1945). Later, scholars began arguing that the proper question was not aggression per se but the political and international contexts under which war as politically organized violence was most likely to occur, the processes that contributed to war, and the place of psychology in these broader contexts (Kelman, 1965). As a consequence, analyses of the role of human nature, and much other early work by psychologists and psychiatrists as well, had little impact on the study of war and peace in political science.11

Psychoanalytic studies that implied variation across individuals, however, continued to have some influence. This often took the form of psychobiography or psychohistory, which attempted to explain political behavior in terms of early childhood experiences or development crises later in adulthood. One of the first such studies was Walter Langer’s ([1943] 1972) psychobiography of Hitler (see Post, chapter 15, this volume). The most influential study was George and George’s (1956) analysis of Woodrow Wilson, which provided a psychodynamic explanation of Wilson’s life and political career, including his decisive role in the US debate about the League of Nations. The Georges argued that Wilson’s low self-esteem and repressed anger toward his demanding father led Wilson
to a compensatory drive for power and refusal to compromise. Psychoanalytic perspectives also influenced some of the early “operational code” analyses of political belief systems (Leites, 1951).

Interest in psychobiographical approaches began to wane by the 1970s, however, with a shift in orientation toward more parsimonious and empirically testable theories and with the development of alternative psychological frameworks. Despite the decline of psychobiography, scholars continued to show an interest in more general (and more easily testable) models of personality and foreign policy (Greenstein, 1975; Etheridge, 1978; Hermann, 1980; Winter, 1992; this volume, chap. 14; George and George, 1998; Post, 2003).

Meanwhile, by the 1950s and 1960s social psychologists had begun to move away from a reductionist perspective that traced causality in international affairs exclusively to individual needs, motivations, and tendencies, and toward a view that recognized the political and international context of foreign policy behavior. In doing so, they started having more of an impact on the study of foreign policy in political science. The influence of social psychologists’ studies of foreign policy attitudes and their social, demographic, and personality correlates is evident in Almond’s (1950) classic study of changing “moods” in American foreign policy. Scholars analyzed the psychology of nationalism and of national ideologies more generally and conducted cross-national studies of images and stereotypes of other nations (Campbell & LeVine, 1961). Most of this work focused on the mass level, however, and still gave relatively little attention to the mechanisms through which shifting public moods were translated into state foreign policy actions. It was not until the late 1960s that social psychologists began focusing on elite perceptions and choice in foreign policy (DeRivera, 1968; White, 1968).

By this time, the first really systematic analysis of foreign policy in the international relations field had emerged, the “decision-making approach” of Snyder, Bruck, & Sapin ([1954] 1962). Reflecting the growing dissatisfaction with the rational, unitary, apolitical, and outcome-oriented focus of many existing studies of foreign policy, Snyder and his colleagues argued that understanding state behavior required focusing on political elites—and especially their conceptions of the national interest and “definition of the situation,” the domestic political contexts in which they operated, and the nature of information and communication. Although this “first-wave” decision-making approach (Art, 1973) allowed a substantial role for individual psychology, there was little explicit theorizing about the influence of psychological variables in the foreign policy process. Scholars incorporated political leaders’ worldviews but generally treated them as exogenous and made little attempt to explain the social, intellectual, and psychological processes that generated them. Psychological variables were given even less attention in the “second wave” of decision-making studies. These studies emerged with Allison’s (1971) elaboration of a organizational process model based on standard operating procedures, and a governmental politics model based on bargaining between the heads of different agencies with different policy preferences and different degrees of power and influence.

Growing dissatisfaction with the neglect of psychological variables in the leading paradigms of foreign policy analysis led to a number of studies in which political
psychology was central. One was Wohlstetter's (1962) analysis of information processing in the American intelligence failure at Pearl Harbor. Overturning the conventional wisdom that the primary source of intelligence failure was the lack of adequate information, Wohlstetter argued that the real problem in 1941 was not the lack of information but the excess of information and the inability to distinguish informative signals from background noise. She also emphasized the compartmentalization of information in different bureaucratic agencies. Wohlstetter gave relatively little attention, however, to the particular cognitive mechanisms contributing to the inability to distinguish signals from noise.

Whereas Wohlstetter (1962) focused on information processing, George (1969) focused on the content of individual belief systems in his study of the "operational codes" of political leaders. Influenced by the cognitive revolution in social psychology, and shifting away from the psychobiographical approach that he had done much to advance, George reformulated Leites's (1951) earlier work on the operational code of the Politburo. He eliminated the psychoanalytic component, focused on the cognitive dimensions, and generally tried to shift the focus toward a more social scientific orientation. He urged analysts to focus on those beliefs that "can be inferred or postulated by the investigator on the basis of the kinds of data, observational opportunities, and methods generally available to political scientists" (p. 195).

George argued that an individual's beliefs are interdependent, consistent, hierarchically organized around a small set of "master beliefs," and resistant to change. The anchors of belief systems include philosophical beliefs about the nature of politics and conflict and instrumental beliefs about the efficacy of alternative strategies for advancing one's interests. Images of the enemy are a particularly important component of operational code belief systems.

This new formulation was the basis for studies of the operational codes of a number of political leaders, including John Foster Dulles (Holsti, 1970) and Henry Kissinger (Walker, 1977). Others developed new typologies for operational codes (Holsti, 1977), further grounded the concept in terms of the emerging literature on cognitive schemas and scripts (George, 1969), and, in some cases, began to reincorporate personality elements into the operational code (Walker, 1995). Some question, however, whether the increasing complexity of the operational code concept has significantly enhanced its explanatory power (Walker, 2003). Other scholars adopted other frameworks for the study of leaders' belief systems, including cognitive mapping (Axelrod, 1976).

By the late 1960s, in response to Soviet-American crises over Berlin and especially over Cuba, scholars began examining crisis decision-making. They gave particular attention to the impact of stress induced by the high stakes, short decision time, and surprise associated with acute international crises (Hermann, 1972; Holsti & George, 1975). One influential research program was the Stanford project on International Conflict and Integration. This "1914 project" was novel both in its application of mediated stimulus-response models to international politics, and in its use of formal content analyses of diplomatic documents to examine decision-makers' perceptions and the discrepancy between perceptions and reality (Holsti, 1972; North, 1967). Other scholars
provided more detailed historical case studies of crisis decision-making (Brecher & Geist, 1980; Stein & Tanter, 1980).

The 1914 studies demonstrated that political leaders misperceived the capabilities and intentions of their adversaries in systematic ways. They did little, however, to specify the causal mechanisms that drove misperceptions or to assess the causal impact of misperceptions on foreign policy choices and international outcomes. These were among the many contributions of Jervis's (1976) classic study *Perception and Misperception in International Politics*. Jervis provided a comprehensive survey of theory and experimental evidence from many diverse areas of cognitive and social psychology bearing on questions of perception and misperception in international relations, illustrated by a wide range of historical examples.

Jervis also provided a framework for thinking about the role of psychological variables in a way that avoided the "overpsychologizing" of earlier social-psychological approaches. Jervis identified alternative systemic and domestic explanations for the observed behavior and discussed the types of evidence and research designs that would be appropriate to empirically differentiate among these competing explanations. This attention to alternative explanations, threats to valid inference, and to research designs for dealing with these inferential problems was an important methodological contribution to the application of psychological models to foreign policy behavior, complementing Jervis's many theoretical contributions.

Jervis' (1976) study symbolized the coming of age of a systematic "cognitive paradigm" of foreign policy analysis, and it contributed significantly to the growing interest in psychological approaches to international relations.17 The basic premises of the cognitive approach are that the world is extraordinarily complex, incoherent, and changing. People are limited, however, in their mental capacities to process information and fully satisfy standards of ideal rationality in their attempts to maximize their interests. They adopt a number of cognitive shortcuts or heuristics (Kahneman, Slovic, & Tversky, 1982; Kahneman, 2011) that help to impose some degree of simplicity and orderliness on a complex and uncertain world in order to make that world more comprehensible. These heuristics may serve people very well in a wide variety of situations, but they are also the source of significant errors and biases. These are cognitive or "unmotivated" biases, and they occur independently of emotions or interests. People may try to act rationally, but they do so within their simplified mental representations of reality, and their behavior is best described as "bounded rationality" (Simon, 1957; March, 1978; Jones, 1999; Redlawsk & Lau, chapter 5, this volume; Chong, chapter 4, this volume).

A central proposition of the cognitive paradigm is that an individual's cognitive predispositions or mindsets play a disproportionate role in shaping his or her perceptions. This leads to a general tendency to selective attention to information, to premature cognitive closure, for people to see what they expect to see based on prior beliefs and worldviews, and consequently to the perseverance of beliefs. In other words, perception is more theory-driven than data driven (Jervis, 1976).18

Jervis (1976) wrote at the peak of the "cognitive revolution" in social psychology.19 His discussion of the role of emotion or motivation in perception was limited to one
chapter on the influence of people’s desires and fears on judgment and decision-making. These factors, in contrast to those associated with a purely cognitive view, lead to “motivated bias,” or motivated reasoning (Kunda, 1990; see, in this volume, Sears & Brown, chapter 3; Condor, Tileagă, & Billig, chapter 9; Taber & Young, chapter 17). Motivated biases are driven by people’s emotional needs, by their need to maintain self-esteem, and by their interests—diplomatic, political, organizational, or personal. The result is “wishful thinking”: people what they want to see rather than what they expect to see. Motivated reasoning serves to rationalize policies that support one’s interests and emotional needs.

Motivated biases are most likely to manifest themselves in decisions involving high stakes and consequential actions that might affect important values or trade-offs among important values. The resulting stress from threats to basic values often leads decision-makers to deny those threats or the need to make trade-offs between values (Holsti & George, 1975). Although judgments of the probability and utility of outcomes should be made independently in any rational calculus, in fact the desirability of an outcome often influences the perceived likelihood that it will occur. Many argue, for example, that the George W. Bush administration’s strong preferences for war against Iraq in 2003, in conjunction with the belief that the existence of an Iraqi nuclear weapons program constituted the best way to mobilize domestic support for war, led through motivated biases to exaggerated perceptions that Iraq had nuclear weapons (Duelfer and Dyson, 2011).

Attention to the role of affect and motivation in judgment and decision-making began to grow after the publication of Decision Making by social psychologists Janis and Mann (1977). International relations scholars soon began to incorporate these factors into their theories, but only gradually (Cottam, 1977; Lebow, 1981; Jervis, 1985; Stein, 1985). Cognitive and motivated biases generate some of the same pathologies of judgment and decision, and it is often difficult to empirically differentiate between the two. The belief that a cognitive model was more parsimonious and more easily testable led most international relations scholars to continue to give priority to cognitive over motivational explanations.

This began to change by the end of the 1990s, following a shift toward a greater emphasis on emotions in social psychology and in the study of American politics (see, in this volume, Chong, chapter 4; Condor, Tileagă, & Billig, chapter 9; Taber & Young, chapter 17). Accompanying this change in emphasis was a conceptual transformation from the view that emotions are a source of deviation from rationality to a view in which emotions were necessary for rationality (Damasio, 1994). This argument was reinforced by the development of neuroscience and the ability to distinguish centers of cognition and emotion in the human brain (Marcus, 2012). In international relations, Mercer (2005) rejected the common view that psychology can only explain deviations from rationality and argued that psychology should be used to explain accurate judgments as well as erroneous ones. He also argued that many beliefs—including trust and credibility—are based on emotion as much by cognition.

There has been a lot of work in the last decade on the impact of emotion on foreign policy decision-making (Crawford, 2000; Rosen, 2005, chap. 2; McDermott, 2004,
chap. 6). More recently, McDermott (2008) looked at the impact of illness, including its emotional consequences, on presidential decision-making. Lebow (2010) and Lindemann (2010) each emphasize the political psychology of recognition, the drive for self-esteem, and the impact of past humiliations in the processes leading to war. Many other research programs incorporate motivational mechanisms. Most variants of the diversionary theory of war (Levy, 1989) emphasize political leaders' use of military force externally to invoke the symbols of the nation, engage mass emotions, and generate a rally round the flag effect to bolster their political support. Many civil war theorists emphasize the impact of symbolic politics and emotions at the mass level in the outbreak and evolution of civil wars (S. Kaufman, 2006).

Many of the applications of social psychology to international relations in the last three decades have followed Jervis (1976) and focused on the psychology of threat perception, with particular attention to the role of cognitive and motivated biases. The literature on threat perception, which I surveyed in my chapter in the first edition of the *Handbook*, is covered in detail by Stein (chapter 12, this volume). Consequently, I will direct my efforts elsewhere in the remainder of this chapter. I focus on a number of specific research areas: learning, including both the updating of beliefs and learning from historical analogies; the application of the Rubicon model of action phases to overconfidence in judgments about war; prospect theory; poliheuristic theory; and time horizons, including applications of discounting models and of construal-level theory.²²

3. SOME SPECIFIC RESEARCH PROGRAMS

3.1. Learning and Foreign Policy

There are at least two different ways in which scholars have applied social psychology to questions of learning in foreign policy judgment and decision-making. One involves the general question of how beliefs change in response to new information.²³ The other involves the use of historical analogies.

Most conceptions of rational learning are based on Bayesian updating, which involves the revision or updating of prior probability assessments (priors) in response to observed events according to Bayes's rule.²⁴ Rational learning is efficient, in that the successive updating of prior beliefs generates revised estimates that quickly converge to the "true" value, regardless of the accuracy of one's priors. Experimental and field research has demonstrated, however, that people systematically deviate from the normative Bayesian standard by giving disproportionately more weight to prior beliefs and less to new information. As a result, updating is often slow and inefficient. This pattern is explained by the cognitive bias literature in terms of the perseverance of beliefs due to selective attention, cognitive dissonance, and other biases. It is explained by the literature on decisional heuristics by the "anchoring and adjustment" heuristic. Prior beliefs serve as a cognitive anchor that impedes appropriate and efficient updating based on new information. This robust pattern is demonstrated in many carefully
controlled experimental studies on anchoring and adjustment (Kahneman et al., 1982; Kahneman, 2011).

Anchoring has important implications for threat perception. Once beliefs that the adversary is either hostile or benign are formed, they are resistant to change. An illustrative example of the resistance to the updating of beliefs in response to new information is the Israeli intelligence failure in 1973. The leading interpretation of that failure emphasizes that Israeli political and military leaders and the intelligence community shared the belief that (1) Egypt would not go to war unless it was able to mount air strikes deep into Israel in order to neutralize Israel's air force, and that (2) Syria would not go to war without Egypt. The first condition of this "conception" was not satisfied, so evidence of large Syrian and Egyptian deployments near Israeli borders was interpreted not as preparations for an attack but instead as routine Egyptian military exercises and Syrian defensive moves. Israel's Agranat Commission (1974) attributed the intelligence failure to the "persistent adherence to the conception" (Shlaim, 1976; Stein, 1985).

This is not to say that beliefs never change. Beliefs can change if information deviating from prior beliefs is strong and salient, if it arrives all at once, if there are relatively objective indicators to provide a baseline for the evaluation of the accuracy of beliefs, if decision-makers operate in "multiple advocacy" decision-making units, and if they are self-critical in their styles of thinking (George, 1980; Jervis, 2010; Tetlock, 1998, p. 880). Moreover, when belief change occurs, it generally follows the cognitive-consistency principle of least resistance. When people are faced with repeated inconsistencies between their belief systems and the world they observe, they first change tactical beliefs about the best means to particular ends. They change their strategic assumptions and orientation only after the failure of tactical solutions, and they reconsider their basic goals or objectives only after repeated strategic failures. Change in fundamental beliefs is often so psychologically difficult that it is likely to occur only in conjunction with a major change in personnel or regime (Tetlock, 1991, pp. 27–31).

Another line of research on learning focuses on the question of how political leaders learn from history. In the absence of well-defined theories to guide decision-makers in making inferences about likely outcomes, they often turn for guidance to "lessons of the past" from historical analogies. It is often said, for example, that generals are always fighting the last war, and that political leaders are always trying to avoid the mistakes of the past. One of the most influential analogies for the last half-century of international relations is the "Munich analogy," associated with the "lesson" that appeasement never works. The Munich analogy had a profound effect on American decision-making in the Korean War, the Vietnam War, and the 1990–1991 Persian Gulf War (May, 1973; Khong, 1992). Similarly, the "Vietnam analogy," which many interpret to suggest that any US intervention involves a strong risk of ending up in a quagmire, itself had a significant impact on American foreign policy for decades.

The phenomenon of learning from history has attracted considerable attention among international relations theorists (Jervis, 1976; Vertzberger, 1990; Khong, 1992; Levy, 1994; Stein, 1994). The learning process is often explained in terms of analogical reasoning, which is often linked to the "availability" heuristic, in which judgments of probability are shaped by events that are familiar, salient, and that come easily to
mind (Tversky & Kahneman, 1974; also Sears & Brown, chapter 3, this volume; Condor, TILEAGA, & Billig, chapter 9, this volume). The problem is that these events do not constitute a representative sample for the purpose of drawing inferences, and consequently judgments based on availability are often quite misleading.

The number of historical analogies from which individuals might learn is enormous, but there is a tendency to learn from events that have a major impact, affect the individual or his society directly, occur recently in time, and that are observed firsthand and at a formative period in a person’s life. People tend to ignore the role of contextual factors and draw universal lessons rather than conditional lessons. As Jervis (1976, p. 228) argued, “People pay more attention to what has happened than to why it has happened. Thus learning is superficial, overgeneralized…. Lessons learned will be applied to a wide variety of situations without a careful effort to determine whether the cases are similar on crucial dimensions.”

The lessons an individual learns from a historical analogy can also be significantly shaped by the extent to which she or he thinks counterfactual about the analogy, and these counterfactual assumptions may themselves be shaped by preexisting theoretical assumptions (Tetlock, 2005). The “Munich analogy” is based in part on the counterfactual assumption that standing up to Hitler at Munich would have prevented war. Most historians regard that proposition as highly unlikely (Steiner, 2011), and the fact that appeasement failed against Hitler does not mean that appeasement will never work against any opponent under any circumstances.

Hypotheses on learning provide potentially powerful explanations of political leaders’ beliefs and judgments, but demonstrating that leaders actually learn from history (accurately or otherwise) and that lessons learned have a causal impact on behavior is often a daunting task. It is also possible that the causal arrow is reversed: instead of learning from history, political leaders may use history to gain political support for their preexisting policy preferences, reversing the causal arrows. There are two possible mechanisms here. In the strategic use of history, leaders deliberately select certain historical analogies and interpret them in a way to influence others to support the leader’s preferred policy. Alternatively, motivated biases may subconsciously lead an individual to search for historical analogies that reinforce his or her preexisting policy preferences. It is not a surprise, from this perspective, that opposite sides of a policy debate emphasize different historical analogies or interpret the same analogy in different ways, as illustrated by how the Vietnam analogy was used in subsequent political debates in the United States. Researchers need to construct research designs that facilitate the ability to distinguish between genuine learning and both the strategic use of history and the role of motivated biases (Jervis, 1976; Khong, 1992; Levy, 1994).

3.2. The Rubicon Model of War

Many of the biases discussed in the last section contribute to overconfidence in probability judgments. In fact, many scholars have pointed to the overconfidence of political
and military leaders on the eve of war, leading them to inflated expectations not only of victory but of a relatively quick victory with tolerable costs (White, 1968; Jervis, 1976; Levy, 1983; Johnson, 2004). Much has been written, for example, about the “short-war illusion” prior to World War I and US overconfidence in Vietnam, Iraq, and other wars. Yet we also know that fear, insecurity, and anxiety are a persistent feature of international politics and that leaders often exaggerate the capabilities and hostile intentions of their adversaries, frequently resulting in arms races and dangerous conflict spirals. This pattern of fear and insecurity, on the one hand, and military overconfidence, on the other, presents a puzzle, especially if we have reason to believe that information about relative capabilities is relatively constant. Johnson and Tierney (2011) have attempted to resolve this puzzle through an argument based on Heckhausen and Gollwitzer’s (1987) “Rubicon model of action phases.”

The theory of action phases, which has been influential in psychology (Gollwitzer, 2011) and which has important implications for conceptions of rationality and for decision-making in a wide variety of contexts, is that processes of judgment and decision-making vary over time. In the predecision phase, people tend to adopt a “deliberative” mindset, where alternative options and their possible consequences are carefully compared. In the postdecisional or implementation phase of decision-making people shift from making a decision to thinking about how to implement it. In this latter phase they are more vulnerable to psychological biases, including diminished receptivity to incoming information, and increased vulnerability to selective attention, tunnel vision, cognitive dissonance, self-serving illusions, and illusion of control. Consequently, people are generally prone to overconfidence and to engage in increasingly risky and aggressive actions.27 With respect to war, when leaders come to believe that war is imminent (and thus cross a psychological Rubicon), they switch from a “deliberative” mindset to an “implemental” one, and from a more neutral analytic perspective to an overconfident one (Johnson and Tierney, 2011).

The Rubicon model is a potentially important contribution to our understanding of decision-making in international relations and elsewhere. It provides an overarching framework for integrating a diverse set of psychological biases, and its central proposition that processes of judgment and decision may vary over different stages in the decision-making process or in different contexts is quite plausible.28 The Rubicon model appears to resolve the puzzling combination of insecurity and overconfidence in the processes leading to war, and it provides a useful contrast to rationalist bargaining models that assume that decisions on all aspects of policy are driven by the same rational processes.

In answering some questions, however, the Rubicon model raises others. Whereas the Rubicon model posits that overconfidence is reinforced by an illusion of control in the final phase of decision-making and implementation, earlier research points to common feelings of the loss of control over events (Langer, 1975). A number of IR scholars have emphasized that a sense of the loss of control as war approaches is common and consequential because it can lead decision-makers to abandon attempts to manage the crisis to avoid war and instead to prepare for war, which generates a momentum of its
own (Lebow, 1987, chap. 3; Jervis, 1989, 153–164). We need to know which pattern is more likely, for what kinds of individuals in which contexts, for decision-making in general and for war in particular. There is also a need for more empirical work to ascertain the extent to which political and military leaders become more overconfident as war approaches. Leaders sometimes grow more pessimistic as the reality of war approaches, but calculate that inaction would only lead to a worsening of their position and poorer odds in the future.

3.3. Prospect Theory

For many years scholars explained individual choice behavior by the normative expected-utility model (Redlawsk and Lau, chapter 5, this volume; Chong, chapter 4, this volume), and they assumed that nonrational behavior was too unpredictable to model. The development of prospect theory (Kahneman and Tversky, 1979) posed a powerful challenge to expected-utility theory by providing a systematic and tractable explanation for a variety of seemingly nonrational behaviors. Prospect theory is now the leading alternative to expected utility as a theory of choice under conditions of risk. It is influential in many social science disciplines, and it has played an important role in the development of behavioral economics. In political science, prospect theory has been particularly influential in international relations, in part because the choices of individual leaders have a greater impact than in domestic policy. Here I summarize the theory and briefly mention some of its implications for foreign policy and international relations.

Whereas expected-utility theory defines value in terms of net assets, prospect theory posits that people are more sensitive to changes in assets than to net asset levels. People "frame" choice problems around a reference point ("reference dependence"), give more weight to losses from that reference point than to comparable gains ("loss aversion"), and make risk-averse choices when possible outcomes are positive and risk-acceptant choices where possible outcomes are negative (the "domain of losses"). Their strong aversion to losses, particularly to "dead" losses that are perceived as certain (as opposed to those that are perceived as probabilistic), lead them to take significant risks in the hope of avoiding a certain loss, even though the result may be an even greater loss and even though the expected value of the gamble may be considerably lower than the value of the certain loss. In addition, people value things in their possession more than comparable things not in their possession (the "endowment effect"). Consequently, actual losses hurt more than do forgone gains.

Because value is defined in terms of gains and losses relative to a reference point, how people identify their reference points is critical. A change in reference point can lead to a change in preference ("preference reversal") even if the values and probabilities associated with possible outcomes remain unchanged. People facing decisions over medical treatments, for example, respond differently to the likelihood of a 90% survival rate than to a 10% mortality rate, although the two are mathematically equivalent.
Almost all applications of framing to political science focus on the effects of framing on choice rather than on the sources of framing, and thus give little attention to the question of why people select one reference point rather than another. One thing we do know, however, is that although people often frame choice problems around the status quo, they are sometimes influenced by expectation levels, aspiration levels, and social comparisons to select a different reference point. There is substantial evidence, for example, that people "renormalize" their reference points after making gains much faster than they do after incurring losses. This helps to explain why people go to such lengths to recover "sunk costs," contrary to the prescription of microeconomic theory to think on the margin and ignore sunk costs. Renormalizing after making gains, and treating subsequent retreats from those gains as losses, helps to explain why, in the words of Daryl Hannah's character in the 1987 movie Wall Street, "When you've had money and lost it, it's much worse than never having had it at all."

Applications of these basic principles to foreign policy and international relations have led to a variety of interesting and intuitively plausible propositions. (1) Because decision-makers usually take the status quo as their reference point, and because the costs of moving away from the status quo are treated as losses and overweighted relative to the benefits (gains) of doing so, states have a greater-than-expected tendency to remain at the status quo (the "status quo bias"). This helps to explain policy continuity. (2) State leaders take more risks to maintain their international positions, territory, and reputations against potential losses than they do to enhance their positions. As Dennis Ross (1984, 247) argued, Soviet leaders were willing to engage in the "use of decisive and perhaps risky action far more readily for defending as opposed to extending Soviet gains." (3) Domestic publics punish political leaders for incurring losses more than they reward them for making gains (Nincic, 1997).

(4) Leaders of declining states tend to frame reference points around their current position, define inaction and continued decline as a loss, and take excessively risky actions in attempt to avoid losses and restore current position. This reinforces incentives for declining states to adopt preventive war strategies (Levy, 2008a), as illustrated by Japan's decision to attack an increasingly powerful United States at Pearl Harbor in 1941 (Taliaferro, 2004). (5) The fact that people are slow to accept losses and take risks to eliminate losses makes sunk costs important and contributes to entrapment in escalating conflicts (Brockner & Rubin, 1985), as illustrated by the United States in Vietnam and in Iraq and the Soviet Union in Afghanistan (Taliaferro, 2004).

With respect to strategic interaction between states, (6) if one state makes gains at another's expense, the winner generally renormalizes its reference point and takes excessive risks to defend the new status quo against subsequent losses. The loser does not adjust to the new status quo but instead takes excessive risks to recover its losses and return to its reference point. As a result, both sides engage in riskier behavior than a standard expected value calculus predicts. (7) Deterring an adversary from making gains is easier than deterring it from recovering losses or compelling it to accept losses. (8) Reaching a negotiated settlement is more difficult than expected-utility theory predicts because people overweight what they concede in bargaining relative to what they get in return. This
"concession aversion" is comparable to the status quo bias in individual decision-making. It is easier for states to cooperate in the distribution of gains than in the distribution of losses, because political leaders will take more risks and bargain harder to minimize their share of the costs than to maximize their share of the gains. This explains why distributive issues are easier to resolve than redistributive issues.

Many of these hypotheses resonate well with common understandings of international politics, but validating them empirically raises difficult conceptual and methodological problems (Levy, 1997; O'Neill, 2001). Although hypotheses on reference dependence, loss aversion, and preference reversals have been systematically validated in laboratory experiments involving individual behavior in simple choice problems, generalizing them to the world of international relations raises a host of new issues. The key variables of interest in international relations—relative power, reputation, and the external security of states and the internal security of political elites, among others—are extraordinarily difficult to measure on an interval scale. This makes it difficult to demonstrate convincingly that choice is determined by framing, loss aversion, and risk orientation instead of by the maximization of expected value, as the conventional wisdom suggests.

Proponents of prospect theory also face the important task of developing hypotheses on how actors identify their reference points. Prospect theory remains a reference-dependent theory without a theory of the reference point (Levy, 1997). Although standard process tracing through case studies can be useful (Davis, 2000; McDermott, 1998; Tallaferro, 2004), scholars should also explore the potential utility of more formal content analysis (Levi & Whyte, 1997) or other methodologies. It is also important to think about alternative sources of risk orientation (Sitkin & Pablo, 1992), including individual personality and experience (Kowert & Hermann, 1997), culture and ideology, gender, and leadership selection in different regimes.

Whereas prospect theory is a theory of individual choice under conditions of risk, international relations involve decisions by collective decision-making bodies who must act strategically in anticipation of the strategic behavior of adversaries and allies and also the reactions of domestic audiences. In addition, the world of international relations involves choices under conditions of uncertainty (where probabilities, and even the set of feasible outcomes, are unknown), rather than risk (where the probabilities of all possible outcomes are known). Former US Secretary of Defense Donald Rumsfeld is often ridiculed for his statement that "There are known knows...known unknowns...[and] unknown unknowns," but Rumsfeld succinctly captured some important analytic distinctions.

3.4. Poliheuristic Theory

Expected-utility theory and prospect theory are each compensatory theories of decision. Positive outcomes along one dimension can compensate for negative outcomes along another dimension. If decision-makers value one dimension so highly that they refuse to consider any strategy that fails below an acceptable level on that dimension,
regardless of the benefits along another dimension, they have "lexicographic" preferences and follow a noncompensatory decision rule (see Redlawsk & Lau, chapter 5, this volume).\textsuperscript{41} Mintz (1993; 2004) incorporated this decision rule into his "poliheuristic theory" of decision, which now constitutes a lively research program in international relations.\textsuperscript{42} The decision problem is usually framed as one in which one state actor faces a threat from another and has several policy alternatives or strategies from which to choose, including doing nothing, breaking diplomatic relations, imposing economic sanctions, or a range of military actions. Each of these alternatives has consequences along several value dimensions—military, economic, domestic political, reputational, and so on.

Poliheuristic theory posits a two-stage decision-making process. In the first stage actors eliminate all strategies that are expected to lead to unacceptable outcomes on a particular dimension.\textsuperscript{43} In the second stage they select the strategy with the highest expected utility. Mintz and his colleagues initially left it open as to which was the noncompensatory dimension. Subsequent experimental and case study research soon revealed that it was domestic dimension that is generally given primacy in a wide range of international contexts. This is intuitively quite plausible: political leaders often reject any strategy that might jeopardize their domestic positions.

To explore and test poliheuristic theory, Mintz and his colleagues have used both historical case studies and a computerized "decision-board." The latter is an important methodological innovation in foreign policy analysis because it facilitates the tracing of information search and decision-making processes under different conditions (Mintz et al., 1997).\textsuperscript{44} Decision boards can be used, for example, to see whether individuals organize their information search by examining one strategy at a time and determining its consequences for different values before moving on to the next strategy, or whether they focus on different interests or values (such as domestic politics) and look at how each strategy might affect that dimension.

Poliheuristic theory provides an important alternative to compensatory models of decision-making and to utility-based models. The two-stage character of the model, which incorporates a noncompensatory decision rule in the first stage and a compensatory expected-utility decision rule in the second stage, is intriguing. It captures a basic intuition about the unwillingness of political leaders to do anything that might significantly threaten their domestic political positions. One question it raises, however, is whether all foreign policy decisions are truly noncompensatory—whether, for example, particularly acute external threats to national security interests might induce some leaders in some kinds of regimes to incur "unacceptable" domestic political costs to safeguard state interests.

3.5. Time Horizons

Scholars and other observers have long recognized that the time horizons of political leaders influence their foreign policy decisions. Just like individuals in their personal lives, political leaders must make choices involving trade-offs between current benefits
and future costs (or current sacrifices for future benefits), both for the country and for their own political fortunes. How they make those trade-offs is profoundly affected by their time horizons. It is often said, for example, that political decision-makers have short time horizons, and that those time horizons are shortened further by acute international and domestic crises (Holsti, 1989). Decisions about whether to initiate a preventive war against a rising adversary are significantly influenced by the trade-offs one is willing to make between the risks of war now and the risks of war under increasingly unfavorable circumstances later (Levy, 2008a).

Yet the concept of time horizons remains remarkably undertheorized. Time horizons are rarely incorporated into most models of foreign policy or strategic interaction. One important exception is Axelrod's (1984) influential model of cooperation in iterated Prisoner's Dilemma games. In contrast to the single-play game Prisoner's Dilemma game, in which rational players should not cooperate, cooperation in the iterated game is rational if the "shadow of the future" (discount factor) is sufficiently high. Axelrod follows the standard practice in economics of using an exponential discounting model based on the assumption that the discount rate is constant from one period to the next. 45 Recent econometric models in political science have begin to incorporate exponential discounting.

A growing body of experimental and field research in behavioral economics and social psychology on discounting behavior, however, has found that individual discounting behavior differs from the assumptions of the standard exponential discount function (Loewenstein, Read, & Baumeister, 2003). More specifically, discount rates for most people tend to decline over time rather than remain constant. What this means is that people discount the immediate future more, but the distant future less, than the exponential discounting model suggests. That is, a descriptively accurate discount function is steeper for the near future and flatter for the more distant future.

One consequence of declining discount rates is that what is expected to happen tomorrow matters less than standard discount models predict (for a given discount rate). Another consequence is dynamic inconsistency and preference reversals. An actor may prefer to receive x now to receiving y tomorrow, but prefer y in t periods from now to x the period before. I may prefer to get up early and work on this paper, and set my alarm early to facilitate that, but when the alarm goes off prefer to sleep a while longer.

Actual discounting behavior can be better captured by a hyperbolic function than by an exponential function. In contrast to the constant-rate exponential discounting function, which is mathematically tractable (converging, and avoiding troubling preference reversals), the more descriptively accurate hyperbolic discounting model is not tractable: in addition to its dynamic inconsistency, it does not converge. Consequently, it does not permit analytic solutions to many economic models. This helps to explain the persistence of the exponential discounting model despite its descriptive inaccuracy.

This problem has led some to propose a "quasi-hyperbolic discount function" (Laibson, 1997), which incorporates a steep drop in the first period but constant-rate discounting after that. This function provides a closer fit to the data than does the exponential function, and it converges and permits analytic solutions. Streich and Levy

Research has uncovered additional patterns that run contrary to the assumptions of the standard exponential discounting model (Loewenstein et al., 2003; Streich & Levy, 2007). Discount rates are lower for large payoffs than they are for small payoffs, which means that people give proportionately greater weight (in terms of discounted present value) to large future payoffs than to smaller future payoffs. There are also framing effects related to reference points. People tend to discount future gains more than they do future losses, and thus give more weight to future losses than to comparable future gains. This is another demonstration of the disproportionate and enduring psychological effects of losses relative to gains. This pattern reinforces the concession aversion and the impediments to negotiated solutions because it leads people to overweight the future costs from current concessions relative to their future benefits. Still another pattern, which runs contrary to the standard economic assumption that people prefer positive payoffs sooner rather than later, is that people often prefer improving sequences.46 Theories of negotiation, bargaining, and conflict resolution would do well to incorporate some of these patterns.

Time horizons involve more than just the shape of an actor's discount function. Studies of discounting, whether economic or behavioral, implicitly assume that although people apply different weights to outcomes in the near future and more distant future, they basically reason in the same way about those outcomes. This assumption is questioned by an important line of research in social psychology, *temporal construal theory,* or construal-level theory (Liberman & Trope, 1998; Trope & Liberman, 2000). The theory, which is backed by substantial experimental evidence, posits that people think about near-term outcomes or strategies in relatively low-level and concrete terms embedded in a particular context, but that they think about more distant outcomes and strategies in more abstract and decontextualized terms.

This is consequential. More abstract and less context-specific representations generally lead to more optimistic expectations because they exclude "the devil in the details." Lower-level representations of the immediate future include more details and lead to more pessimistic assessments. Those details also facilitate assessments of the consequences of various actions and hence the feasibility of achieving short-term goals. The absence of these concrete details in distant outcomes make such assessments more difficult. Consequently, whereas outcomes in the immediate future are evaluated in terms of their feasibility, more distant outcomes tend to be evaluated in terms of their desirability. This implies that calculations about the immediate future are more likely to be based on expected-utility (or prospect-theoretic) calculations than are calculations about the distant future.47

The implications of construal-level theory for foreign policy and international relations are quite profound but neglected until recently. Rapport (2012/13) uses the theory to explain the widely recognized tendency for states to underestimate the long-term costs of military interventions and to fail to engage in extensive planning for the ending
phases of a war, including occupation. Scholars have spent a fair amount of effort trying to explain the systematic underestimation of long-term costs and the absence of planning—by the United States in Iraq, the Soviet Union in Afghanistan, and numerous other cases. Rapport proposes a novel psychological explanation based on construal level theory.

Rapport shows that the absence of planning cannot be traced to high discounting of the future, because political leaders and military planners vary in their time horizons. They just think differently about the immediate and distant futures. Rapport demonstrates that those actors with long time horizons think about the future in abstract terms and tend to emphasize the desirability of future goals while neglecting their feasibility and the details of implementation, just as construal-level theory predicts. Those who place less weight on the future tend to focus on operational details and the feasibility of various strategies.

Krebs and Rapport (2012) apply temporal construal theory to several central questions in the international relations field—international cooperation, preventive war, and coercion. They argue that temporal construal makes international cooperation somewhat less difficult than standard cooperation theories suggest. Actors are more focused on the desirability of distant outcomes than on their feasibility, which generates greater optimism about the future, less concern about the future enforcement of current bargains, and a greater willingness to reach a negotiated settlement.

4. Conclusions

By any measure, the study of psychology and international relations has progressed enormously over the last half-century. Five or six decades ago much of the research on the psychology of foreign policy and war was conducted by psychologists who gave little attention to the political and strategic contexts in which foreign policy decisions are made. International relations theorists were beginning to develop political decision-making frameworks that incorporated a potentially important role for psychological variables, but they did not construct specific testable hypothesis or explore their underlying psychological mechanisms. By the mid-1970s, however, IR scholars had started to develop a more systematic cognitive research program that built on new developments in social psychology and that recognized the importance of the political context of individual decision-making. Within a few years, scholars gradually began incorporating motivational and affective dimensions of judgment and decision-making.

One can now identify a variety of research programs on the political psychology of foreign policy and international relations. They build on different psychological theories, apply their models to a wide variety of substantive contexts, and make varying degrees of effort to integrate individual decision-making into more general frameworks of foreign policy and strategic interaction. They use different methodologies, including
individual and comparative case studies, quantitative content analyses and surveys, aggregate data analysis, and, increasingly, experiments.

Each of these methods has its own advantages and limitations. Experiments are most effective in imposing scientific controls, but the problems of generalizing to the high-stakes and high-stress world of elite decision-making in international relations are formidable. Historical case studies are immersed in that world, but they face the problem of ruling out alternative explanations. Historical case studies are also more susceptible to the influence of the analyst's own theoretical biases on his or her interpretation; analysts are as susceptible as actors to the tendency to see what they expect to see or want to see. Threats to internal validity can be minimized by clearly specifying alternative interpretations and by applying the same standards of evaluation to alternative interpretations as to one's own (George & Bennett, 2005). The problem of generalizing from a handful of detailed case studies remains, but that problem can be reduced by identifying a carefully matched set of cases, by constructing "hard" tests, and by employing multimethod research designs.48

There are a number of different directions for future research that have the potential to make significant contributions to our understanding of foreign policy and international relations. My selection of specific research programs to survey in some detail in this chapter suggests some that I think are important but underdeveloped. A leader's willingness to take risks has undeniable importance in decisions for war, but IR scholars have given relatively little attention to this critical variable. Formal decision and game-theoretic models recognize that risk propensities are important but treat them exogenously and often assume either risk neutrality or risk aversion. Prospect theory provides a plausible account of the conditions under which risk acceptance is likely to emerge, but it ignores the possibility that risk attitudes might vary across individuals, cultures, or ideologies, or that political recruitment mechanisms in certain kinds of states might favor individuals with a particular kind of risk orientation.49

In addition, whereas prospect theory, like expected-utility theory, assumes that probabilities are known, decision-makers make choices in a world in which probabilities are unknown, which introduces an additional level of complication. This leads George and Smoke (1974, p. 528) to distinguish between calculable and incalculable risks and to argue that deterrence is probably more effective against an actor who perceives incalculable risks than high but calculable risks. This hypothesis draws support from evidence in experimental economics suggesting that people have an aversion to incalculable risks (Camerer, 1995, pp. 644–646).50 People are more risk averse in response to "unknown unknowns" than they are to "known unknowns." We need more exploration of how different kinds of decision-makers respond to uncertainty and ambiguity as well as to risk under different conditions. We also need more work on the evaluation of potential events with extremely low probabilities (Taleb, 2007).

One particularly important area for future research on threat perception lies at the intersection of political psychology and game theory. Most discussions of threat perception focus primarily how one state perceives adversary intentions or capabilities or both while ignoring how the adversary attempts to influence the way it is perceived by others.
by strategically manipulating the images it projects. The game-theoretic literature on
"signaling" (Banks, 1991; Wagner, 1989; Schultz, 1998) incorporates the behavior of
both sender and receiver, but it assumes that signals are perceived and interpreted as
intended by the sender. It ignores the psychology of threat perception and the substi-
tual evidence that the way signals are perceived and interpreted is significantly shaped
and distorted by the receiver's prior belief system, emotional needs, political interests,
and organizational culture, often leading to significant distortions in the way she inter-
prets those signals.

This is an important omission for policy as well as for theory. The manipulation of
images will be most effective if the sender understands the psychology of threat percep-
tion and shapes his projection of images to exploit the proclivities of the receiver. At
the same time, threat assessment will be more accurate if it incorporates the adversary's
incentives to influence the way others perceive them. An integrated theory of signaling
and threat perception that includes the manipulation of images, the psychology of threat
perception, and the strategic interaction between them is a potentially fruitful area for
future research (Jervis, 2002), one that would be advanced by attention to experimental
research in behavioral game theory (Camerer, 2003).

There are other bodies of literature in international relations that could be enriched
by incorporating political psychology. Liberal international theories give consider-
able attention to the importance of ideas and their impact on outcomes (Goldstein &
Keohane, 1993), but they generally treat ideas exogenously and give little attention to
the sources of ideas and how they might change. It is difficult to assess the causal impact
of ideas, however, without understanding their origins. If ideas change in response to
changing international structures, those ideas do not have an autonomous causal impact
on policy outcomes. Hypotheses on the causal influence of ideas would be more con-
vincing if they were linked theoretically to a model of how ideas originate and change,
which should be informed by the political psychology of belief updating.

Similarly, constructivist theories of international politics could also benefit from
greater attention to the literature on political psychology (Shannon & Kowert, 2012).
The emphasis on the social construction of meanings, identities, and worldviews gives
priority to the social and cultural sources of identity formation while minimizing the
role of psychology. Among other things, it downplays the individual psychological
needs that are satisfied by those identities and that systematically shape the social con-
struction of identities (Kowert & Legro, 1996; Goldgeier, 1997). The incorporation of
psychological variables and their interaction effects into social and cultural explana-
tions of identity would create a better balance between social structures and individual
agency in constructivist research.

Still another area in which greater attention to political psychology could enhance
our understanding of foreign policy and international relations is foreign economic
policy and international political economy. This field has been dominated by struc-
tural approaches that basically ignore individual-level sources of behavior and indeed
the decision-making process itself. As I noted earlier, levels-of-analysis frameworks
in international political economy omit the individual level. Yet it is hard to look at
governmental and nongovernmental responses to the financial crises of 2008–2009 and the European debt crisis a couple years later without concluding that individual belief systems, judgments, and decision-making played a key role in shaping those responses, and that other individuals in the same positions might have made different decisions with different consequences. We need more research on how decision-making on economic issues is shaped by actors' beliefs about the international political economy, the economic lessons they draw from history, their priorities among different economic values and perceptions of threats to those values, their time horizons and the kinds of trade-offs they are willing to make between current and future costs and benefits, and consequently in their economic policy preferences.

This leaves a broad agenda for future research on the political psychology of foreign policy and international relations. We need to pay particular attention to the interaction effects between psychological variables and the political and strategic context of decision-making. Although some applications of psychology attempt to contrast analytically distinct psychological models of foreign policy with alternative realist or domestic political models, this is probably not the most useful way to proceed. Psychological models alone do not provide complete explanations for international relations because they fail to explain how international and domestic conditions shape preferences and beliefs, or how the policy process aggregates individual preferences and beliefs into policy outputs for the state. The psychology of judgment and decision-making in foreign policy interacts with the political context, which varies in complex and contingent ways. Psychology plays an important role in foreign policy decision-making, but analyzing the psychological sources of foreign policy is too important to leave to the psychologists.\textsuperscript{52}

\section*{Notes}

1. Realists focus on states or groups trying to maximize power and security in an anarchic system lacking an authoritative decision mechanism. Liberals emphasize the role of domestic interests, institutions, information, and values, along with patterns of economic relationships, in shaping state goals and interactions. Constructivists emphasize the importance of identities, ideas, norms, and meanings, and how they are socially constructed, reproduced, and changed through repeated interactions. There are numerous variations within each approach. For competing theoretical perspectives, see Carlsnaes, Risse, & Simmons (2013).

2. Constructivism's neglect of individual psychology is reflected in standard typologies of systemic, norm-centric, rule-based, and societal forms of constructivism (Hopf, 2002). Alexander Wendt (1999), the most influential constructivist in international relations, explicitly adopts a state-as-unitary-actor framework that neglects domestic and individual-level influences.

3. A stronger statement of this argument is the "great man theory": history is shaped primarily by heroic individuals through their wisdom, power, charisma, and skill (Carlyle [1840] 1888; Hook [1945] 1992).
4. For a more complete survey of the wide range of applications of social psychology to foreign policy and international relations, see Tetlock (1998) and McDermott (2004). On judgment and decision-making see Gilovich and Grifﬁn (2010).

5. Waltz (1959) distinguished among individual, nation-state, and system-level “images” of war; Singer (1961) coined the phrase “levels of analysis”; Rosenau (1966) disaggregated the nation-state level into distinct societal and governmental components; and Jervis (1976) constructed a separate decision-making level. Other disciplines employ similar distinctions. Attribution theory’s distinction between situational and dispositional sources of behavior (Nisbett & Ross, 1980) is comparable to system and unit-level variables, the latter referring to the aggregation of factors internal to the nation-state (Waltz, 1979).


7. In a highly centralized state the preferences and perceptions of the dominant decision-maker may determine state foreign policy, but in that case the centralized nature of the state itself is part of the explanation. The fact that non-psychological variables are a necessary part of the explanation does not preclude the possibility that psychological variables carry the greatest causal weight in explaining particular foreign policy behavior or international outcomes.

8. Higher stakes also give leaders greater incentives to expend the mental energy to make rational decisions and to learn from their mistakes. Behavioral economists have constructed experimental designs to compensate for this effect (Camerer, 1995).

9. For surveys see Hudson (2007) and Mintz & DeRouen (2010).

10. Lasswell (1930; 1935) was an important exception.

11. In his comprehensive and interdisciplinary Study of War, for example, Quincy Wright (1942) gave far less attention to the psychological dimensions of war than to anthropological, sociological, economic, or political perspectives.

12. For useful reviews see Tetlock, Crosby, and Crosby (1981), Loewenberg (1982), McDermott (2004, chap. 6), and Post (chapter 15, this volume).

13. The power motive was developed more systematically by Winter (1973).

14. For reviews of early social-psychological studies relating to foreign policy and international relations see Klineberg (1950; 1965), Kelman (1965), and DeRivera (1968).

15. On the various ways George incorporated political psychology into theories of foreign policy decision-making, deterrence and coercive diplomacy, and crisis management, see Renshon & Renshon (2008) and other articles in that special issue of Political Psychology.

16. Images of the enemy are also central in scholarship outside of the operational code research program (Pinlay, Holsti, & Pagen, 1967; Holsti, 1967; White, 1968; Herrmann, chapter 11, this volume).

17. Steinbrunner’s (1974) “cybernetic” and cognitive models of decision making were also important.

18. Although most scholars interpret these various manifestations of theory-driven observation as cognitive, they can also be motivated. The emotional discomfort of maintaining a belief system composed of inconsistent elements leads people to reduce or eliminate those inconsistencies (Festinger, 1957).

19. For a discussion of relevance of the cognitive revolution for political science see Larson (1985).

20. Earlier, Janis (1972) developed a model of “groupthink,” a tendency toward concurrence-seeking and conformity within cohesive groups driven by social pressure and individual insecurities. See ‘t Hart (1990) and the discussion by Dyson and ‘t Hart (chapter 13, this volume).
21. For a good attempt to empirically differentiate between cognitive and motivated biases in threat perceptions in the period leading to World War I, see Kaufman (1994).

22. Readers interested in more extensive surveys of the literature on political psychology and international relations should consult Goldgeier (1997), Tetlock (1998), Mintz and Derouen (2010), and McDermott (2004).

23. It is useful to distinguish "diagnostic learning" about values of certain parameters, such as adversary hostility, from "causal learning" about the validity of causal propositions, such as the likelihood that military threats work to induce compliance (Levy, 1994).

24. For an accessible discussion of Bayesian updating see Anderson and Holt (1996).

25. See the discussion of enemy stereotypes in Herrmann's chapter in this volume (chapter 11).

26. For an alternative interpretation, which emphasizes not the shared beliefs of the Israeli establishment but instead the idiosyncratic beliefs, personality, leadership style, and (non) actions of the Israeli director of military intelligence, see Bar-Joseph and Levy (2009). For general theoretical studies of intelligence failure, see Kam (1989) and Jervis (2010).

27. Much earlier, Janis (1968) posited a similar model of decision stages and emphasized the dissonance-reducing functions of overconfidence.

28. This is also a central theme of dual-process theories (Chaiken & Trope, 1999; Kahneman, 2011), which have been influential in social psychology but which have yet to have much influence in international relations.

29. Wakker (2010, 2), conceiving of theory as formal theory, described prospect theory as "the first rational theory of irrational behavior."

30. For theoretical developments, experimental tests, and applications of prospect theory in many disciplines, see Kahneman and Tversky (2000).

31. For example, when given a choice between $40 for certain and a 50/50 chance of getting nothing or $100, most people prefer to lock in the certain gain of $40. When given a choice between a $40 loss and a 50/50 chance of no losses and a $100 loss, most people prefer the gamble in the hope of avoiding the certain loss. In each case, they choose the option with the lower expected value.

32. For example, people generally get more upset when they fail to sell a stock that then goes down, than when they fail to buy a stock that then goes up by the same amount.

33. This helps explain why a basketball player is most likely to commit a foul immediately after he or she loses the ball or makes another mistake.

34. For applications to international relations see Jervis (1992), McDermott (1998), Davis (2000), Taliaferro (2004), and the June 1992 and April and June 2004 special issues of Political Psychology. For applications to American politics and the law, see Levy (2003). I focus on prospect theory's treatment of value. For its treatment of probabilities see Kahneman & Tversky (1979; 2000).

35. "Greater than expected" is measured relative to the predictions of expected-utility theory for a risk neutral actor.

36. At the domestic level, citizens often prefer a barely acceptable status quo to risking change. One commentator on the Russian election of March 2012 argued that for economically struggling Russians, "any desire to live better is outweighed by a persistent fear of living worse" (Schwartz, 2012, A6).

37. Relative to the predictions of expected-utility theory for a risk-neutral actor.

38. This represents a modification of (and explanation for) Schelling's (1966) argument that deterrence is easier than compellence.

39. For research in psychology see Frisch (1993).

41. This is an extreme form of loss aversion.
42. For an extensive bibliography see http://portal.idc.ac.il/en/PADA/publications/Pages/ Bibliography.aspx.
43. This is reminiscent of Tversky's (1972) "elimination by aspects" model (Redlawsk & Lau, chapter 5, this volume).
44. See also Redlawsk and Lau (chapter 5, this volume), who have successfully applied decision boards in the study of voting behavior.
45. The discount rate \( r \) is inversely related to the discount factor \( \delta \), so that \( \delta = 1/(1 + r) \). The lower the discount rate, the less one discounts the future, the higher the discount factor, and the greater the "discounted present value" of future payoffs.
46. This might be the result of an "anticipation effect," in which the process of waiting and thinking about a positive future payoff creates a positive utility (Loewenstein, 1987). It might also result from reference dependence, in that declining benefits might be perceived as losses relative to the initial reference point.
47. A key question is how distant the distant future has to be before these patterns are evident (Rapport, 2012/13).
48. An ideal form of a hard test, if it can be found, is through a "least likely" case design, for which prior theoretical expectations lead one to believe that the case is unlikely to support one's preferred hypothesis (and, ideally, is likely to support the leading alternative). Allison (1971) examined the Cuban Missile Crisis because the severity of threats to the national interests made it a least likely case for his organizational process and governmental politics models and a most likely case for his rational unitary actor model. The support of a hypothesis by a least likely case provides confidence in the more general validity of a hypothesis. Least likely case logic is based on what I call the "Sinatra inference": if I can make it there, I can make it anywhere (Levy, 2008c, p. 12). The inverse logic applies to a "most likely" case.
49. Risk orientation also varies across gender, with men being more risk acceptant than women in most task domains (Harris, Jenkins, & Glaser, 2006). Men also tend to be more overconfident than women, though this is highly dependent on task domain (Lundeberg, Fox, & Puncchohar, 1994; Barber & Odean, 2001).
50. What this means is that "subjects would rather bet on known probabilities \( p \) than on known probability distributions of probability (compound lotteries) with a mean of \( p \)" (Camerer, 1995, p. 646).
51. For a study of economic decision making in 2008–2013, for example, it would be useful to explore the impact of historical analogies drawn from the Great Depression and the recession of 1937.
52. Undoubtedly psychologists have a similar view about leaving the study of politics to political scientists.
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